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Implementation and Experiences of Telehealth: Balancing Policies With Practice in Countries of South Asia, Kuwait, and the European Union

Abstract

This viewpoint summarizes the discussion that occurred during the “Translating Policy to Practice in Telehealth–Lessons from Global Implementation Experiences” panel that was held virtually at Telemedicon2020, December 18-20, 2020. This panel brought together policy and implementation experts from some countries of South Asia, Kuwait, and the European Union to share their experiences in the development and implementation of telehealth standards and of the scale up of telehealth interventions within health systems. Several common themes arose from the discussion, including the significant role of people; encouragement by respective government policymakers; addressing concerns, particularly related to privacy, confidentiality, and security; and capacity building of human resources. These are discussed in turn, along with the future directions identified by the panelists, which emphasized the need for active encouragement toward the adoption and diffusion of digital health in general and of telehealth in particular. All stakeholders, ranging from governmental policymakers to common citizens, need to come together to build trusting partnerships to realize the advantages offered by telehealth.
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Introduction

This paper summarize the discussion that occurred during the “Translating Policy to Practice in Telehealth–Lessons from Global Implementation Experiences” panel held virtually at Telemedicon2020 [1], the annual conference of the Telemedicine Society of India (TSI), from December 18 to December 20, 2020. This panel brought together policy and implementation experts from across the globe to share their experiences in the development and implementation of telehealth standards and of scaling up telehealth interventions within health systems. The panel composition is given in the Table 1. Each panelist was asked to (1) trace the evolution of telemedicine in their respective countries, particularly with reference to the COVID 19 pandemic; (2) describe the current policies guiding telemedicine; (3) describe the actual use and adoption of telemedicine within their countries; and (4) identify future directions in the adoption and diffusion of telehealth.

The COVID-19 pandemic has accelerated the role of various digital health interventions, including telehealth, in supporting health services delivery [2]. Telehealth includes a broader scope of remote health care services than telemedicine. Telemedicine refers specifically to remote clinical services, whereas telehealth can refer to remote nonclinical services (administrative/educational). The Global Strategy for Digital Health (GSDH) 2020-2025 [3] retains this definition of telemedicine as:

The delivery of health care services, where distance is a critical factor, by all health-care professionals using information and communications technologies for the exchange of valid information for diagnosis, treatment and prevention of disease and injuries, research and evaluation, and the continuing education of health care workers, with the aim of advancing the health of individuals and communities.

The GSDH 2020-2025 generally defines digital health as “the field of knowledge and practice associated with the development and use of digital technologies to improve health” [3]. This definition is extended on page 13 of the document as:

This definition encompasses eHealth, in line with that in document EB142/20 on mHealth, noted by the Executive Board at its 142nd session (see document EB142/2017/REC/2, summary records of thirteenth meeting, section 2), which stated that “Today the term digital health is often used as a broad umbrella term encompassing eHealth as well as developing areas such as the use of advanced computing sciences (in the fields of big data, genomics and artificial intelligence, for example)”.

Although several countries have launched interim guidance on telemedicine, a sustainable telehealth ecosystem would need to take into consideration standards, interoperability, and regulatory frameworks (see [4-6] for further details).

In the subsequent sections, we provide a brief historical overview of telemedicine, with respect to the periods prior to and during the COVID-19 pandemic, in some of the participating countries, particularly India. We then discuss the current status, with respect to both policy frameworks and actual practice in some of the countries represented herein. We further elaborate on the perspectives, as described by different panelists, and suggest the way forward for the adequate adoption and diffusion of telehealth in countries of South Asia and beyond.
Table 1. Panelists and their affiliations.

<table>
<thead>
<tr>
<th>Name and role</th>
<th>Country</th>
<th>Affiliation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ashvini Goel (Chair)</td>
<td>India</td>
<td>Telemedicine Society of India (TSI), Lucknow</td>
</tr>
<tr>
<td>Alexander Thomas</td>
<td>India</td>
<td>Association of Healthcare Providers India (AHPI), New Delhi</td>
</tr>
<tr>
<td>Oommen John (Moderator)</td>
<td>India</td>
<td>George Institute for Global Health, University of New South Wales, New Delhi, and Prasanna School of Public Health, Manipal Academy of Higher Education, Manipal</td>
</tr>
<tr>
<td>A Thanga Prabhu</td>
<td>India</td>
<td>St Johns Health Innovation Foundation, Bengaluru</td>
</tr>
<tr>
<td>Sunil Shroff</td>
<td>India</td>
<td>Madras Medical Mission, Chennai</td>
</tr>
<tr>
<td>Fazilah Allaudin</td>
<td>Malaysia</td>
<td>Planning Division, Ministry of Health</td>
</tr>
<tr>
<td>Chaminda Weerbaaddana</td>
<td>Sri Lanka</td>
<td>Ministry of Health</td>
</tr>
<tr>
<td>Dari Alhuwail</td>
<td>Kuwait</td>
<td>Information Science Department, Kuwait University, and Health Informatics Unit, Dasman Diabetes Institute</td>
</tr>
<tr>
<td>Udaya Koirala</td>
<td>Nepal</td>
<td>Telemedicine Society of Nepal, Kathmandu</td>
</tr>
<tr>
<td>JA Jayalal</td>
<td>India</td>
<td>Indian Medical Association, New Delhi</td>
</tr>
<tr>
<td>Patricia Codyre</td>
<td>SEARO</td>
<td>Digital Health and Innovation, SEARO, New Delhi</td>
</tr>
<tr>
<td>Andy Bleaden</td>
<td>European Union</td>
<td>European Connected Health Alliance (ECHAlliance), United Kingdom</td>
</tr>
<tr>
<td>SN Sarbadihikari</td>
<td>India</td>
<td>George Institute for Global Health, New Delhi</td>
</tr>
<tr>
<td>Shubnum Singh</td>
<td>India</td>
<td>Confederation of Indian Industries, National Healthcare Council, New Delhi</td>
</tr>
<tr>
<td>Shuchin Bajaj</td>
<td>India</td>
<td>Ujala Cygnus Healthcare Services, New Delhi</td>
</tr>
</tbody>
</table>

*SEARO: World Health Organization Regional Office for South-East Asia.

**Brief Historical Overview**

**Pre-COVID-19 Period**

Telemedicine has been helping family physicians by giving them easy access to specialized physicians and helping them in the close monitoring of patients. Various types of telemedicine services such as store and forward, and real-time, remote, and self-monitoring provide various educational, health care delivery and management, disease screening, and disaster management services across South Asian countries. In India, telemedicine had been traditionally led by some like-minded and passionate health care experts from diverse backgrounds and organizations, who, in their quest to bridge the humongous “health care divide” in India, decided to utilize communication technology for the provision of quality health care to care-seekers in underserved and difficult-to-reach areas of the country. They were ably facilitated by the Indian Space Research Organization with offer of their satellites for the purpose, since 2001. In India, several public and private telemedicine projects have already been in place, although fragmented and at small scales [7].

In Nepal, rural and remote health centers have been connected through a telemedicine network for specialist consultation, although issues such as electricity connection and network connectivity have hindered the widespread adoption and diffusion [8].

Sri Lanka has been promoting teleconsultations in response to emergency situations following the tsunami in 2004 [9].

**During (and After) COVID-19**

The Indian government released telemedicine practice guidelines [10] soon after the global lockdown in 2020 in response to the COVID-19 pandemic to promote teleconsultations. Free teleconsultations are being offered through the government-sponsored e-sanjeevani OPD telemedicine platform [11]. The government also partnered with many private organizations to promote teleconsultations.

There is compelling evidence [12] to suggest that telehealth may have a significant effect to advance the health care of the future. Nevertheless, the feasibility and application of telehealth in resource-constrained settings and low- and middle-income countries must be established to avail its potential and transform health care for the global population. As telehealth is advancing rapidly, a global consensus is absolutely necessary for definitions, boundaries, protocols, monitoring, and evaluation, as well as to ensure data privacy.

Telemedicine adoption had accelerated because of COVID-19. From March 2020 onward as the number of cases increased, a WhatsApp group was first used to help prevent the spread of disease. A small telemedicine platform was used to reach more patients. State government accommodations though legal cover came much later. Within 6-7 months, 10,000 volunteers came forward to help without salary or recognition. Real-time triaging of COVID-19 cases has been accomplished in 16 states. Teletriaging has been performed to avoid panic. Fake news and the spread of misinformation (infodemic) also need to be addressed [13,14]. During the onset of the pandemic in India,
less tests were conducted, and sometimes the reports of COVID-19 tests were not shared with the patients in a timely manner [15]. Social isolation, home quarantine, or institutional isolation were implemented and patients were appropriately advised. Plasma use went into the black market and donors were difficult to find initially, although this was solved over time. No charges were collected from users, and some organizations had been running COVID-19 response teams with grants only.

Experts also stressed the importance in addressing interoperability needs beyond technological aspects. Interoperabilities for human and institutional factors such as culture, governance, and policy also need to be kept in mind. For addressing these issues, changes in management principles have to be applied judiciously and continuously. The National Digital Health Mission and the Swasth alliance have come together to help manage COVID-19. The novel coronavirus (SARS-Cov-2) has globally acted as the chief transformation officer, causing massive digital disruption, especially for the health and education sectors. Learning from each other, we should be able to address the bigger problem. Digital health literacy is also badly needed. Digital determinants of health should be addressed [16]. Catching them at a young age would make health care workers more digitally savvy. The capacity building of human resources for health needs to be implemented in an ethical manner to enhance patient safety [17].

In Nepal, the government actively promoted the use of information and communications technology during the pandemic by offering several online consultation apps, and telemedicine practice guidelines were released [18].

In Sri Lanka, a robust primary health care delivery model along with a strong telecommunication network supported health care delivery during COVID-19 [9].

Current Status

Policy

In India, the Telemedicine Practice Guidelines 2020 were formally notified in May 2020 [10]. Although various other countries have been trying to promote telemedicine since the turn of the millennium, digital disruption enforced by the COVID-19 pandemic has hastened and streamlined these efforts. In general, all countries in this region have been supportive and encouraging toward the adoption of telehealth across the continuum of health care delivery.

The oil-rich Gulf Region, including the state of Kuwait, has made huge strides in the adoption of digital health solutions, including telehealth, electronic health records, laboratory information systems, picture archives and communications systems, radiology information systems, and health information exchange in some countries [19]. However, challenges exist with medical terminologies and adoption of various standards for these digital solutions. With respect to telehealth specifically, it was pointed out that experiences shared by experts from normative agencies such as the World Health Organization (WHO) [20-22] and other groups such as the TSI should be shared with the community for learning purposes. One utterly important fact that was stressed is the safety of digital technology, which is paramount, while keeping patients or consumers of health services in the center of care and empowered to play a key role. The discussion also focused on the importance of establishing legal and ethical frameworks that are respectful of various cultures throughout the care continuum.

Actual Practice

Experts from Malaysia [23] stressed upon the fact that rather than highlighting new technologies only, people and processes need to come together. Telemedicine is only a medium. Privacy and confidentiality are important. Patients’ and consumers’ digital rights must be respected.

In Sri Lanka, physicians are trained at University of Colombo with an MSc in health informatics, which has given rise to a talent pool that has been very useful to deploy telemedicine. Training of health care workers [24] was essential for success. Chaminda Weerbaadanna from the Ministry of Health, Sri Lanka, stated:

Sri Lankans have access to a primary health care organization within a very short distance irrespective of their geographical location of residence. As such, before the pandemic, provider to client telehealth was not seen as a priority. Despite lack of need for telehealth services due to geographical reasons, there was a demand for such services due to diseases associated with stigma, where people would prefer to maintain anonymity when seeking services.

Legal cover is essential to practice telemedicine. Guidelines have already been put in place by the Ministry of Health. More than 200 physicians have been trained in telemedicine. Two vendors have been identified and services are offered free to the public. Training was conducted online. Thus, Sri Lanka has proven that health care can be delivered via telemedicine, as has been done for COVID-19. Training care providers along with private players, especially with respect to ethics and security issues, is being undertaken.

Although Kuwait [19] is a small nation, it has a huge diversity in its population across socioeconomic status, language, and culture. This diversity needs to be considered when trying to build a standardized telemedicine practice, irrespective of service provider or consumer background. Dari Alhuwail, from Kuwait, stated:

Telemedicine should be integrated with national health strategies and those investments need to be made not only in equipment, but in training the workforce and ensuring continuing support. All digital health solutions need to be humanized and a dialogue amongst all stakeholders to tailor the solutions to serve them all is essential.

It was also suggested that digital health should be part of medical and health sciences educational curricula, and potentially even in the general and higher education systems where consumers of health services can understand how to best leverage these tools and play a more active role in their own health care.
In Nepal, new technology has to be adopted. The human factor may be one of the major barriers for the speedy development and use of telemedicine. Doctor-to-doctor and doctor-to-patient consultations are quite different. Based on a surgeon’s experience, it was stated that cameras that are used to cover remote surgery have been found to be useful. Demystification of telemedicine technology should be obtained through vigorous training for all levels of human resources involved. A structured telemedicine curriculum should be introduced to formal medical and information technology education at different levels. Continued technical support at remote sites is necessary for continued service and to avoid unnecessary frustration.

The WHO South East-Asia Regional Office has shared WHO digital health guidelines and specific guidance on telemedicine implementation that have been developed in consultation with member states [20,21]. WHO guidelines aligned to sustainable development goals (SDGs) and digital health platforms for tracking progress on health-related SDGs are also under implementation to track triple-billion targets. A digital health implementation handbook was recently released during the virtual World Health Assembly. These frameworks provide the building blocks for telemedicine. COVID-19 has served as a gentle push to take health care online. Following these recommendations, judicious roadmaps are a key to success. Patient centricity is essential. Improving eHealth awareness is needed. Immediate response to the current pandemic is essential, but we also need to learn from it quickly. Human capacity needs to be built up, and digital tools and telehealth should be leveraged for capacity building.

In India, industry bodies such as the Federation of Indian Chamber of Commerce and Industries and Confederation of Indian Industries, in collaboration with the Health Sector Skills Council, could contribute to the mainstreaming of telehealth in India. The Indian Medical Association (IMA) is in favor of the widespread use of telehealth in India. India has 1,062,398 modern medicine practitioners registered with medical councils as of December 31, 2017 [22]. Sensitizing and educating such a large number of doctors in India can be a daunting task. To address the issue, a telehealth training course called “Train to Practice” was designed by the TSI [21]. The TSI initiated this training for registered medical practitioners (RMPs) within 2 weeks of the guidelines having been passed. The volunteer members of the society (including some coauthors of this article) trained close to 3000 doctors and sensitized another 25,000 doctors within the next 6 months [25]. This course is now available online for all RMPs [26].

Even in Europe, the value of health care ecosystems is now being understood in the context of the vulnerabilities that the pandemic has exposed. Health and social care players are coming together and silos are being broken. With a transforming health care delivery system, new economic opportunities are emerging. The European Connected Health Alliance (ECHAlliance) shared how connecting the dots [27,28] can help to scale up innovation built in Australia to be rolled out across Scotland and then to Ireland, which can then be showcased back to Australia where they have shared their best practice in a proven deployment. Andy Bleaden from ECHAlliance stated:

*Our ECHAlliance Ecosystems connected the dots in health care during the pandemic taking solutions from one country and adopting them nationwide in another as the NHSNearMe program in Scotland and then offering this adoption back to the Australian health care market who had not seen it implemented at scale.*

**Perspectives**

Textbox 1 summarizes the current status of telehealth implementation according to the discussant countries, along with the next steps and barriers to implementation.
### India

**Barriers**
- Privacy and security
- Perceived ease of use
- Language barriers
- Fraud and abuse
- Questionable quality of care
- Perceived usefulness/preference for face-to-face consultation
- Shortage of tech-savvy workforce
- Inappropriate behavior by patients
- Digital divide
- Institutional, cultural, and governance issues
- Medical errors

**Next steps**
- The Personal Data Protection (PDP) Bill, currently tabled in the Parliament, may soon be passed to give robust directions for policy and implementation
- Appropriate capacity building for human resources for health and for raising awareness for patients may be undertaken
- With the imminent 5G connectivity in India, the digital divide is likely to be reduced
- Health data literacy and digital health literacy need to be encouraged across the entire health professional education environment
- The National Digital Health Mission is likely to ensure the smoother adoption of digital health

### Sri Lanka

**Barriers**
- Inadequate training of health care providers
- Privacy and security
- Ethical issues

**Next steps**
- Training the care providers along with private players, especially for ethics and security issues, is being undertaken

### Kuwait

**Barriers**
- Huge diversity in the population across socioeconomic status, language, and culture
- Inadequate training of health care providers
- Lack of user friendliness of digital health solutions

**Next steps**
- Telemedicine needs to be integrated with national health strategies
- Investments need to be made in training the workforce and ensuring continuing support
- All digital health solutions need to be humanized and a dialogue among all stakeholders to tailor the solutions to serve them all is essential

### Malaysia

**Barriers**
- People and processes need to come together
- Privacy and confidentiality are important
- Patients’ and consumers’ digital rights must be respected
Next steps  
- The Malaysian Medical Council Advisory on Virtual Consultation (2020) defined the clinical, ethical, legal, technical, and operational aspects of telemedicine for health practitioners

Nepal  
Barriers  
- The human factor may be one of the major barriers for the speedy development and use of telemedicine; doctor-to-doctor and doctor-to-patient consultations are different  
- Regular technological support, particularly at remote sites, is often unavailable

Next steps  
- Demystification of the telemedicine technology must be obtained through vigorous training for all levels of human resources involved  
- A structured telemedicine curriculum should be introduced to formal medical and information technology education at different levels  
- Continued technical support at remote sites is necessary for continued service and to avoid unnecessary frustration

European Union  
Barriers  
- Underestimating the value of health care ecosystems  
- Health care and social workers working independently  
- Doubts regarding scale and economic outcomes

Next steps  
- The value of health care ecosystems is now being understood in the context of the vulnerabilities that the pandemic has exposed  
- Health and social care players are coming together and silos are being broken  
- With a transforming health care delivery system, new economic opportunities are emerging. The European Connected Health Alliance (ECHAlliance) is connecting the dots to help scale up innovation built in Australia to be rolled out across Scotland, followed by Ireland, and then showcased back to Australia

Conclusions

All panelists emphasized the need for active encouragement toward the adoption and diffusion of digital health in general and of telehealth in particular. All stakeholders, ranging from governmental policymakers to common citizens, have to come together to build trusting partnerships to realize the advantages offered by telehealth. The panelists emphasized the importance of scientific research and evidence-based policy recommendations to improve the use and adoption of effective, efficient, and safe digital health solutions. Various telemedicine applications were referred to, such as those used for diagnosing surgical site infections [29] as well as for rural use in the context of the COVID-19 pandemic [30]. After summarizing the proceedings, the Chair suggested that we can develop appropriate courses for telehealth and introduce them as a part of the curriculum for all health professionals, including physicians, surgeons, dentists, nurses, and allied health care professionals. Like-minded organizations such as the Association of Healthcare Providers of India, TSI, IMA, and reputed academic institutions can come together and influence the regulatory commissions for adopting these recommendations.
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Abstract

Background: This review focused on how sexual consent ability was determined, managed, and enhanced in people with cognitive disabilities, with the aim of better understanding the recurring themes influencing the design and implementation of these approaches. If a person’s consensual ability becomes compromised, owing to either an early or late-onset cognitive disability, the formal systems involved must establish plans to balance the individual’s rights and restrictions on sexual expression. This review identified these plans, focusing on how they promoted the intimacy rights of the individual.

Objective: This study aims to identify approaches that determine sexual consent ability in people with cognitive disabilities, identify the means of managing and enhancing sexual consent ability in people with cognitive disabilities, and note the recurring themes that influence how these approaches and management systems are designed and implemented.

Methods: A systematic literature review was performed using EBSCOhost (Social Gerontology, CINAHL Plus, MEDLINE, and SocINDEX), Embase, PsyInfo, and Scopus to locate reports on terms expanded on sexual consent and cognitive disability.

Results: In all, 47 articles were identified, featuring assessment practices, legal case studies, and clinical standards for managing sexual consent capacity in people with cognitive disabilities. A total of 8 studies (5/8, 63% qualitative and 3/8, 38% quantitative) were included out of the 47 articles identified. Approaches for determining sexual consent included functional capacity and person-centered, integrated, and contextual approaches. Management of sexual consent ability included education, attitude, and advanced directives and support networks. The recurring themes that influenced these approaches included the 3 legal criteria of consent, American Bar Association and American Psychological Association Model, Lichtenberg and Strzepek Instrument, Ames and Samowitz Instrument, Lyden approach, Mental Capacity Act of 2005, and Vancouver Coastal Health Authority of 2009.

Conclusions: Determining sexual consent takes a holistic approach, with individuals judged in terms of their adaptive abilities, capacities, and human rights. The attitudes of those using this holistic approach need to be balanced; otherwise, the sexual rights of assessed people could be moved either in favor or against them. The ideal outcome, after person-centered considerations of those living with cognitive disabilities includes the people themselves being involved in the process of personalizing these approaches used to facilitate healthy intimate relationships.


KEYWORDS
sexual consent; capacity; disability; sexual expression; dementia; ethics; long-term care
Introduction

Background

Defining Cognitive Disability, Sexuality, and Consent

Cognitive disabilities are defined as long-term mental impairments, including those of intellectual and developmental order. The terms cognitive and intellectual are often used interchangeably, with intellectual disabilities defined as a limitation in academic functioning based on standardized intelligence tests and IQs, associated with IQ scores <75; limitations in learning behavior to one or all three skill types—conceptual skills, social skills, and practical skills; and manifestation of the disability before the age of 18 years [1,2].

Noncognitive mental conditions, including psychiatric and psychosocial conditions, are associated with anxiety, mood, and personality disorders.

Sexuality is a holistic concept encompassing sex, gender identity, orientation, eroticism, intimacy, and reproduction [3]. It is influenced by physical, psychological, social, financial, cultural, legal, historical, and spiritual factors [3]. Sexuality includes sexual expression. The central debate surrounding the rights of people with cognitive disabilities, who wish to express their sexuality, may affect the balance between harm reduction and free sexual expression [4]. If a person living with a cognitive disability is proven to have a reduction in consensual capacity, the protection versus empowerment paradox may begin to emerge [5,6]. The legal, clinical, or ethical system needs to find a balance between the 2 competing interests; protect the person from sexual abuse, by restricting their sexual expression; or allow them to express their sexuality, but in limited capacity as a safety measure [5]. An important factor affecting the resolution of the protection versus empowerment paradox is the degree to which an individual can demonstrate their capacity to consent in a sexual relationship.

In the United States, the legal definition of consent is rooted in the 3 legal criteria of consent as reported by Stavis [7] in 1991. A placeholder definition of consent requires that a person communicates a "knowing, intelligent, and voluntary agreement to engage in a given activity" [8,9]. Assessments that measure consensual ability for a sexual relationship are often based on a person being able to satisfy all three of the following criteria [3,7,10,11]:

1. Knowledge—recognition of the other person in the relationship, including who, what, where, and when and safety aspects of the sexual activity in question, such as the ability to identify body parts.
2. Intelligence—also known as rationality or understanding, which includes awareness of potential risks (pros and cons) of sexual engagement, appropriateness, consequences, correct familiarity of partner identity, and the ability to discriminate among fantasy, reality, lies, and truth.
3. Voluntariness—decisional capability to engage or refrain from sexual activity and the ability to take self-protective measures against abuse and exploitation or other unwanted advances. This includes the ability to say "no," either verbally or nonverbally and the ability to remove oneself from the situation when either they or their partner indicates stopping sexual behavior.

These 3 legal criteria of consent are quite controversial, because thresholds vary from basic to complex levels of acceptability, depending on differences in state laws [12]. People with cognitive disabilities may be unable to fulfill requirements in one region of the United States, yet their ability to demonstrate consent could be acceptable in another region. Outside of the United States, consent definitions may differ among countries such as the United Kingdom, Australia, Ireland, and Canada. In Canada, criminal offenses, including those regarding consent, are governed by the Criminal Code [13]. Criminal law powers are under the exclusive jurisdiction of the federal government; however, the fulfillment of these laws is often handled by provincial regulations (eg, dealing with sexual assault on university campuses) [14]. The Criminal Code defines consent with a capacity element, which checks if an individual understands the nature of sexual activity, identity of those involved, and their ability to communicate the choice itself [13].

The capability of people to satisfy sexual consent criteria is often determined by either medical professionals or neuropsychological experts in the judicial system. Common paradoxes have emerged, owing to the philosophical arguments surrounding people’s ability to give consent. These paradoxes include whether people can demonstrate rudimentary versus contextual understanding of the sexual relationship [15] and the degree of flexible versus inflexible behavioral allowances in such a relationship [16]. Power dynamics, regarding those who are legally able to discern a person’s consensual ability, are met with arguments of feminism, ableism, and disability rights movements [17,18]. The 3 legal criteria of consent have been accused of failing to consider an individual’s values, culture, and life history [10,19]. Outside the United States, the United Kingdom and Wales follow the Mental Capacity Act 2005, which has its own criticisms. Although the Mental Capacity Act has similar themes to the 3 legal criteria of consent, it too is criticized because “its best-interests approach is paternalistic” [20]. The Mental Capacity Act does not exactly guarantee the rights of an individual, instead only working if practicable to do so [21]. Some experts argue that an individual’s sexual preference is a form of personal expression, not always systematic or organized, including the weighing of risks and benefits, unlike the 3 legal criteria of consent by the medical and judicial systems in the United States [10,19]. Consent capacity is considered a state instead of a trait, meaning it is expected to change over time [11], and it must be determined in the present moment: not a decision made ahead of time [22]. Assessments of a person’s ability to demonstrate capacity in 1 or all 3 prongs of consent can be determined by questionnaires such as the Mini-Mental Status Exam (MMSE) to determine rationality or the Tool for the Assessment of Levels of Knowledge Sexuality and Consent [11]. However, the use of these assessments is controversial because of the following:

1. Rudimentary requirements that check for consent capacity may fail to understand the contextual reason to why a person with a cognitive disability may wish to consent to sex [18].
2. Complex knowledge of consent may have assessments and protocols that are too difficult for even the general population to pass [23].

3. The Ice Cream Reference—a person with a cognitive disability is expected to follow a rigid medicalized or judicial process in order demonstrate their consent capacity; however, decisions about sexual relationships are arguably more related to selecting a flavor of ice cream than, say, a life-or-death surgical treatment [24].

4. Assessments of consent capacity often place the burden of proof on the person with a cognitive disability rather than putting the onus on others to prove otherwise. Having individuals provide predetermined comfort with various levels of intimacy carries an unfair standard, because even the general population may not know what levels of intimacy they are comfortable with before engaging in such behaviors [4].

There is no clear definition, criteria, or standard for determining a person’s sexual consent capacity [5,9].

**Human Rights and Sexual Abuse**

In the late 1960s, the United States Supreme Court declared constitutional rights for people with cognitive disabilities, who were cared for under the powers of the state governments. These constitutional rights were created to protect vulnerable people from harm related to sexual exploitation and abuse, while also upholding their rights to sexual expression. These rights include several categories, including those related to family matters [7] and sexual self-determination [4]. Although it may seem obvious that people have default rights to privacy, sexuality education, and freedom of choice for sexual expression [3,25], these rights can be restricted by either informal or formal control systems. Informal control systems such as civil liability [26], immutable family policy [22], and residential policy [4,27,28] may interfere with a resident’s rights to sexual expression, whereas restrictions from formal control systems may be decided by clinical, ethical, and legal issues [26]. The central reason to why these systems may restrict a person’s right to sexual expression is based on the theme of consent [1,15,18,29]. New York Penal Law Section 130 states that a lack of consent is an element of every conceivable sexual offense, as written in the article, and adults in a sexual relationship must all be consenting [30]. Since 2012, the United Nations has moved toward an equalization stance on the sexual rights of people living with cognitive disabilities. Article 12 of the United Nations Convention on the Rights of Persons with Disabilities (UNCRPD) states that people with cognitive disabilities reserve equal rights to legal capacity as all other people within all aspects of their lives, including the rights to intimate relationships [31]. Canada has accepted and ratified Article 12; however, with reservation, resulting in continued use of substitute decision makers (SDMs) to assist those living with cognitive disabilities in Canada [32]. The United States has been hesitant to fully accept and ratify the UNCRPD statement on the rights of people with disabilities [33]. It is important for legal systems to establish the components of human rights, because this increases the awareness of any potential violations.

Sexual abuse occurs when one person forcefully or covertly performs nonconsensual sexual acts, including touching, kissing, oral sex, and anal or vaginal intercourse [3,34]. Sexual abuse may also involve threatening, coercing, tricking, or manipulating another person into unwanted sexual contact or into such contact in which the other person does not have the capacity to consent [11]. According to the Criminal Code of Canada, an alleged case of sexual assault requires a judicial system to check if people take reasonable steps to ascertain consent [13]. Other elements are also checked for, such as the presence of physical force, threats, underaged individuals, fraud, sexual intentions and motivations, recklessness, incapacitation, and chemical impairment and those in positions of authority or trust [13]. People with cognitive disabilities have a greater risk of being sexually abused [3,25]. Although the statistics on sexual abuse are difficult to determine, one report predicts that 39% to 68% of female children and 16% to 30% of male children with cognitive disabilities will be sexually abused before they are aged 18 years in North America [35,36]. After interviewing over 40,000 abused victims in Israel, including children up to the age of 14 years and ranging from minor to severe cognitive disabilities, the incidence of sexual abuse was found to be consistent with the previously stated percentages [37]. A survey of over 5000 adult women living with cognitive disabilities in North Carolina reported that 48% of sexual assaults were committed by people who were currently or previously in an intimate relationship [38]. A 15-year longitudinal study in Ireland determined the following statistics after 118 proven and confirmed episodes of sexual abuse [39]:

1. Most of the perpetrators were men.
2. A percentage (n=66) of the perpetrators had a cognitive disability.
3. In all, 24% (n=28) of the perpetrators were relatives.
4. In all, 9% (n=11) of the perpetrators were agency staff members.
5. In all, 8% (n=9) of the perpetrators were familiar people.
6. The remaining perpetrators were either volunteers, strangers, or unknown.

**Society Attitudes on the Sexuality of People With Cognitive Disabilities**

The zeitgeist to uphold and safeguard the sexual rights of persons with cognitive disabilities may differ from past ideals, which were weighted toward the protective sides of the protection versus empowerment paradox [5,40]. Societal views on the amount and types of sexual expression that people with cognitive disabilities were expected to experience were driven by moral aesthetics, which are beliefs and morals that affect the general public’s preference to accept certain behaviors while rejecting others. Thus, people with cognitive disabilities were historically denied the right to express their sexuality, because society may have considered them to be the following:

1. Hypersexual—*oversexed* people who were often seen as a threat to the gene pool and general public, owing to their excessive sexual behavior [8,11]. These people may have been identified as having *super human strength* sex drives [18]. Reported cases of older adults living with dementia may repeatedly approach partners for sex, after forgetting
they had sex earlier [41]. An emerging tendency toward public masturbation is a potential problem for older adults living with dementia [41]. Child masturbation can also be a common form of childhood sexual behavior, which is considered developmentally normal, unless inappropriate owing to public occurrence, excessiveness, or when the behavior causes injury [42-44].

2. Asexual—eternal children were often seen as potential sexual victims who were deemed to have a major difference in their chronological and mental ages [45] and assumed to not necessarily want sexual relationships or need sexuality education, because it may incite increased interest in the activity or the risk of abuse [3,18,46]. Therefore, some policies thought better to keep Pandora’s box closed to reduce these risks, which actually increased the vulnerability of these people, due to the lack of education about those who might exploit them in the first place [25,47]. Pillow Angels are defined as people with cognitive disabilities who were thought to be incapable, or should be made incapable, of becoming adults and were removed from sexual relationships to be spared the dangers of sexuality, such as pregnancy and sexual exploitation [48,49].

3. Deviant—in the last 20 years of research on the well-being of people who are lesbian, gay, bisexual, transgender, or queer (LGBTQ), there is evidence of victimization among such sexual and gender minorities in both youth and adults [50]. Although initial perceptions of the North American society show a more open and tolerant view of the LGBTQ community, victimization rates and disparities have worsened since the 1990s [50-53]. LGBTQ older adults, living with cognitive disabilities, are often met with pervasive stigma by staff in long-term care (LTC) facilities, who have reported to feel disgust or panic, sometimes resorting to denial of such residents’ sexuality [22,29,54,55].

The moral aesthetic to control how people with cognitive disabilities express their sexuality are bound to clinical, ethical, and legal issues [26]. There is a potential overlap among these issues.

Social acceptability struggles to find a balance between sexual acts that are safe versus unsafe, normal versus deviant, and legal versus illegal and what role sexual functioning has in the first place [34].

Clinical policies in a LTC facility could be undeveloped or inconsistent with those living with cognitive disabilities and their sexual expression, resulting in the facility facing repercussions if sexual expression is allowed to continue [26,56]. LTC facilities for people with cognitive disabilities default to a protective care paradigm, with staff and family members restricting such residents from sexually expressing their behaviors to reduce the risk of potential sexual abuse [29]. The result is that such residents may resort to opportunistic moments of privacy to act on their sexual desire [48,57], which may lead to unsafe sexual behaviors [56,58]. Alternatively, they could be affected by iatrogenic loneliness, which is a type of loneliness created by extensive long-term residence policies that prevent them from having privacy and intimacy, resulting in feelings of frustration and unhappiness [28,59]. LTC staff views on sexual expression differ according to the experience levels of staff members, with frontline staff being more accepting of such behaviors than the managers; however, gay residents are more likely to be restricted to such behaviors in general [29]. Ethical views, independent of those with cognitive disabilities, include moral and religious beliefs that others enforce regarding sexual behavior [26]. In theory, a LTC facility must support such a resident’s rights to sexual autonomy; however, this obligation is abandoned once the administration, facility staff, or individual’s family members oppose the behavior [4,22]. Fear of legal repercussions and public ridicule are potential reasons why such people’s sexual interests are downplayed or avoided by family, caregivers, or long-term facility staff [23]. Overall, the community is capable of supporting the sexuality of people with cognitive disabilities, upholding attitudes of community inclusion and opportunity; however, personal belief systems are affected by societal attitudes and are what prevent caregivers from providing experiential guidance [34,60]. Negative attitudes, such as the eugenics movement, were perhaps too difficult for North American society to discard entirely [48,61]. Thus, society morphed them to the new era, resulting in new-genics or neogenics [62]. The intention of determining a person’s capacity to consent to sex has remained a plague in the societal attitude to desexualize people with cognitive disabilities, under the moral esthetic to either protect such individuals from themselves or to protect the world from them [63].

**Sterilization and Eugenics**

Sterilization is the process of inhibiting a person’s reproductive ability. It inflicts physical and moral injuries to those who do not consent to it [21,64]. The eugenics movement of the late 19th century led to an increase in nonconsensual sterilization practices, sometimes with the use of deception [21]. Eugenacists believed that the human race could be improved by practicing either positive or negative eugenics, which either encouraged the selective breeding of those with desirable traits or the prevention of defectives from having offspring [65]. In the early 1960s, 28 US states had sterilization protocols, some made compulsory and executed upon people with cognitive disabilities, without their consent [3].

The justification for sterilization was often influenced by the eugenics movement, which believed that feebleminded people would reduce the overall intelligence of the population, especially if they were allowed to reproduce [21]. It was believed that people with cognitive disabilities would threaten the heritage of intelligence [40,66,67]. In actuality, the eugenics idea to use selective breeding to control for inherited psychological traits was proven to be false [21,68]. Feeblemindedness was previously used as a conveniently vague grouping, used to classify those who were outside the obvious diagnostic labels such as schizophrenia [21]. Some countries sterilized those diagnosed as feebleminded; however, it was later realized that many of these people were actually affected by a lack of education [21]. In a report from India that surveyed nearly 20,000 women, higher levels of education increased the likelihood of modern contraceptive use over sterilization; however, the degree of cultural, socioeconomic, educational, and accessibility to modern contraceptives had a profound effect on choice [69]. In India, sterilization was more common in
Benefits of Healthy Sexual Expression

There are psychological and physical benefits of safe sexual expression. Improved self-esteem, cognitive functioning, social relationships, mood, and feelings of independence have been reported as potential benefits [77,78]. Sexual expression may reduce the risk of cancer and cardiovascular disease [77]. There are associations between sexual expression and weight loss, reduced risk of heart disease and stroke, and bolstered immune systems [79]. For older adults with cognitive disabilities, sexual expression has been reported to reduce sensitivity to pain, improve cardiovascular health, reduce the likelihood of depression and loneliness, and improve overall well-being [80]. Sexuality is central to an individual’s health and well-being [4].
Textbox 1. Search criteria and terms.

Inclusion criteria
- Article stated a topic, discussion, or approach to determine the consent capacity of people with cognitive disabilities.
- All articles featuring qualitative, quantitative, legal, descriptive, and review reports were accepted.
- Reports were accepted in all languages and in article, dissertation thesis, review, or book format.

Exclusion criteria
- Topic was about physical disability or did not indicate a potential compromise in a person’s consensual ability.
- The article briefly mentioned consent to sexuality or a similar phrase; however, further details were not provided.
- Conference papers, public opinions and non–peer-reviewed articles.

Search terms used
- ([sex* or intima*] adj10 [consent or consensual]) AND ([intellectual* or mental* or cognitive*] adj4 (impair* or disab* or deficit*)) or long term care or longterm-care or nursing home* or alzheimer* or dementia or autis* or Down* Syndrome).
- These terms were entered into the databases mapped to the following fields: title, abstract, subject heading word, and keyword heading word.

Search Results
The search resulted in 439 articles being identified, of which 2 (0.5%) articles were recommended for inclusion in the peer-review process [12,81]. After the first pass, 22.1% (97/439) articles remained after the titles and abstracts were screened, and 26.2% (115/439) duplicates were removed. During the second screening pass, the full texts of 97 articles were screened to confirm eligibility (Figure 1). This resulted in a net total of 10.7% (47/439) articles being included in this review.

Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flow diagram of search results [82].
Results

Overview

The 47 reports included in this review featured assessment practices, legal case studies, and clinical standards for managing sexual consent capacity in people with cognitive disabilities. Most reports were in the form of expert opinions (36/47, 77%). There were 8 studies (5/8, 63% qualitative and 3/8, 38% quantitative) included in this study. The qualitative studies included the following:

1. A survey with vignettes to check the ability of residential facility staff to properly identify safe or unsafe sexual behaviors (nonconsensual sexual behavior) in people with cognitive disabilities and respond accordingly [34].

2. A survey of members of the American Psychological Association to determine which criteria were considered the most important when determining sexual consent capacity in people with cognitive disabilities [9].

3. A survey to determine factors that increase the risk of SDMs to decide an all-or-none outcome for a person’s sexual autonomy [83].

4. Semistructured interviews in residential mental health treatment facilities to determine what conceptualizes consent to sexual expression from the point of view of administrators, clinical staff, and former clients [84].

5. Semistructured interviews with directors of nursing to identify challenges in managing sexual expression [85].

Quantitative studies focused on educational interventions for the improvement of sexual consent ability in people with cognitive disabilities [40, 86]; 1 study performed a validity measure to compare neuropsychological tests with the Sexual Consent and Education Assessment [45]. A total of 4 reports were dedicated to introducing a theme, which would later influence the approaches used to manage or enhance the sexual consent capacity of people with cognitive disabilities. Table 1 provides a summary of each theme, and Table 2 provides a brief description of each approach. The 2 approaches for determining or managing consent were peripheral to these themes [12, 81]. For more information about the research studies, refer to Table 3.
Table 1. Themes affecting the approaches for determining sexual consent capacity in people with cognitive disabilities.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Key components</th>
<th>References</th>
</tr>
</thead>
</table>
| Lichtenberg and Strzepek Instrument | Interdisciplinary characteristics. Client is assessed (MMSE*a), followed by a same-sex interview to determine these three main criteria:  
- Awareness of the relationship—patient aware of intent, partner identity, and intimacy comfort level.  
- Ability to avoid exploitation—patient behavior consistent with former beliefs and able to say no.  
- Awareness of potential risks—consequences of relationship and awareness of relationship duration.  
- Interview relayed to interdisciplinary team (nurses, occupational therapists, psychiatrists, etc). | [22,87-89] |
| 3 legal criteria of consent | Legal characteristics; client is required to demonstrate ability in the following:  
- Knowledge—basic recognition of the other person, relationship, and sexual activity in question.  
- Intelligence—(rationality and understanding) aware of potential risks in the sexual relationship.  
- Voluntariness—ability to resist or stop the sexual activity and identify willingness to continue. | [3,5-7,9, 10, 19, 26, 40, 89-93] |
| Ames and Samowitz instrument | Legal and clinical characteristics based on 3 legal criteria of consent; has 2 categories, A and B; consent determined by communication and behavior. Category B determines client consent ability based on their behavior showing the following:  
- Voluntariness.  
- Safety and avoidance of harm.  
- No exploitation.  
- No abuse.  
- Ability to say no.  
- Socially appropriate time and place. | [5,6,28,94] |
| Mental Capacity Act 2005 | Legal characteristics; based in England and Wales; section 1 of the Act assumes the people have capacity to consent unless proven otherwise; knowledge and resources to aid the person’s decisions are encouraged; Includes rules for SDMs*b.  
Consent requires the person to understand the following:  
- Is there understanding of the decision that needs to be made and why?  
- Does the individual understand the probable consequences when making the decision?  
- Is the individual capable of understanding, remembering, deliberating, and using information that pertains to the decision?  
- Is the individual able to communicate his or her decision in any way? | [66,95-97] |
| Lyden approach | Legal and clinical characteristics; endorses the 3 legal criteria of consent; encourages person-centered and integrated approaches; has important points for individualizing the assessment process, especially for communication.  
Has three general methods for determining the consent ability of a person with a cognitive disability, including the following:  
- Review the relevant records (including info on reproductive ability and other disabilities).  
- Create discussions, including those who know or work with the person being assessed.  
- Conduct a personal interview to determine knowledge and voluntariness, supplemented with a mental status evaluation. | [5,26,89,92] |
| ABA/APA*c model | Legal and clinical characteristics; based on 3 legal criteria of consent, Lyden approach and Lichtenberg and Strzepek Instrument; expands on above models to include steps on how to enhance consent capacity and form comprehensive neuropsychological testing components; recommends LTC*d facilities to develop policies and procedures for sexual relations that are consistent with state statutes. | [10,22,26,88] |
| Vancouver Coastal Health Authority 2009 | Clinical characteristics; downloadable manual. Provides recommendations for homecare staff and nurses such as the following:  
- Respect the rights of persons with the capacity to consent to sexual activity.  
- Do not reveal confidential specifics about the person’s sexual activity to those not directly involved in their care (including family members), without the person’s expressed consent, if the person has capacity.  
- Remember that people who do not have capacity to consent to sex are still sexual beings with intimacy needs.  
- Remember that not every person is heterosexual.  
- Address one’s own attitudes and behavior toward older adults and general sexuality. | [16,98] |

*aMMSE: Mini-Mental State Exam.  
bSDM: substitute decision maker.  
dLTC: long-term care.
Table 2. The approaches used to determine and manage sexual consent abilities for people with cognitive disabilities.

<table>
<thead>
<tr>
<th>Approach, type, and details</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Advance directive</strong></td>
<td></td>
</tr>
<tr>
<td>Managing consent</td>
<td></td>
</tr>
<tr>
<td>Older adults with cognitive disabilities</td>
<td>[99,100]</td>
</tr>
<tr>
<td><em>Living wills</em> for the continuation or startup of relationships in advance.</td>
<td></td>
</tr>
<tr>
<td><strong>Integrated approach</strong></td>
<td></td>
</tr>
<tr>
<td>Determining consent</td>
<td></td>
</tr>
<tr>
<td>Cognitive disabilities</td>
<td>[88,92,97]</td>
</tr>
<tr>
<td>I-team discussion, client assessments, enforcing client rights and education.</td>
<td></td>
</tr>
<tr>
<td>Reduce <em>all-or-none SDM</em> decision outcomes on client rights.</td>
<td>[83]</td>
</tr>
<tr>
<td>Older adults with cognitive disabilities</td>
<td>[89,101]</td>
</tr>
<tr>
<td>I-team, person-centered, interval checkups, and review policy with SDM.</td>
<td></td>
</tr>
<tr>
<td>I-team, person-centered, emphasis on client limits and their context.</td>
<td>[10,22]</td>
</tr>
<tr>
<td><strong>Inappropriate behavioral disabilities</strong></td>
<td>[93]</td>
</tr>
<tr>
<td>Client screening process, semistructured interview, and I-Team discussion.</td>
<td></td>
</tr>
<tr>
<td><strong>Person-centered approach</strong></td>
<td></td>
</tr>
<tr>
<td>Determining consent</td>
<td></td>
</tr>
<tr>
<td>Cognitive disabilities</td>
<td>[4,23,29]</td>
</tr>
<tr>
<td>Holistic case-by-case, based on needs and policy, and client and staff education.</td>
<td></td>
</tr>
<tr>
<td>Older adults with cognitive disabilities</td>
<td>[16]</td>
</tr>
<tr>
<td>The 4 Ps: prioritize people, practice effectively, preserve safety, and promote trust.</td>
<td></td>
</tr>
<tr>
<td>Committee approach—staff, family, friends, residents, and client discussion.</td>
<td>[26,28]</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>Managing consent</td>
<td></td>
</tr>
<tr>
<td>Cognitive disabilities</td>
<td>[27,34,95]</td>
</tr>
<tr>
<td>Teach awareness of normal sex behavior to both clients and staff.</td>
<td></td>
</tr>
<tr>
<td>Client education checked by SCEA&lt;sup&gt;c&lt;/sup&gt;, VABS&lt;sup&gt;d&lt;/sup&gt;, or IQ tests.</td>
<td>[40,86]</td>
</tr>
<tr>
<td>Developmental disabilities</td>
<td>[11]</td>
</tr>
<tr>
<td>Consult certified sexuality educators or experts such as AASECT&lt;sup&gt;e&lt;/sup&gt; or OWL&lt;sup&gt;f&lt;/sup&gt;.</td>
<td></td>
</tr>
<tr>
<td>Increase client sex-related knowledge, based on 3 legal criteria of consent.</td>
<td>[3]</td>
</tr>
<tr>
<td>Older adults with cognitive disabilities</td>
<td>[94]</td>
</tr>
<tr>
<td>Training for professionals and LGBTQ&lt;sup&gt;g&lt;/sup&gt; toolkits (info packages) for them.</td>
<td></td>
</tr>
<tr>
<td><strong>Attitude</strong></td>
<td></td>
</tr>
<tr>
<td>Managing consent</td>
<td></td>
</tr>
<tr>
<td>Cognitive disabilities</td>
<td>[17,18,66,102]</td>
</tr>
<tr>
<td>Policy feminist disability theory, consent culture, and rely less on assessment.</td>
<td></td>
</tr>
<tr>
<td>Positive liberty, client proactive education, and attention to LGBTQ issues.</td>
<td>[48]</td>
</tr>
<tr>
<td>Social reframing. Recognize ability without facilitating pity.</td>
<td>[91]</td>
</tr>
<tr>
<td>Older adults with cognitive disabilities</td>
<td>[85]</td>
</tr>
<tr>
<td>Request and consult national resources to train teams for clientele.</td>
<td></td>
</tr>
<tr>
<td>Inappropiate behavioral disabilities</td>
<td>[41]</td>
</tr>
<tr>
<td>Psychological, social, and facility improvements over drugs. Staff education.</td>
<td></td>
</tr>
<tr>
<td>Approach, type, and details</td>
<td>References</td>
</tr>
<tr>
<td>----------------------------</td>
<td>------------</td>
</tr>
<tr>
<td><strong>Functional capacity</strong></td>
<td></td>
</tr>
<tr>
<td>Determining consent</td>
<td></td>
</tr>
<tr>
<td><strong>Medical condition (stroke or comatose)</strong></td>
<td>[19]</td>
</tr>
<tr>
<td>Consent-Plus with committee input, MMSE(^b) (or similar), and interviews.</td>
<td></td>
</tr>
<tr>
<td><strong>Cognitive disabilities</strong></td>
<td></td>
</tr>
<tr>
<td>SSAS(^i) assessment, based on the 3 legal criteria of consent.</td>
<td>[90]</td>
</tr>
<tr>
<td>Focus on client act-specific action (not partner choice) based on MCA 2005(^j).</td>
<td>[96]</td>
</tr>
<tr>
<td>Adaptive capacity—correlate client’s other abilities to sexual consent.</td>
<td>[1]</td>
</tr>
<tr>
<td>Sex consent requires basic, consequential knowledge.</td>
<td>[9]</td>
</tr>
<tr>
<td><strong>Older adults with cognitive disabilities</strong></td>
<td></td>
</tr>
<tr>
<td>Assessments (MMSE and IQ), coupled with witness statements and context.</td>
<td>[103]</td>
</tr>
<tr>
<td><strong>People with psychiatric conditions (schizophrenia, personality)</strong></td>
<td></td>
</tr>
<tr>
<td>Communicate situational and internal understanding.</td>
<td>[84]</td>
</tr>
<tr>
<td><strong>Support network</strong></td>
<td></td>
</tr>
<tr>
<td>Both</td>
<td></td>
</tr>
<tr>
<td><strong>Older adults with cognitive disabilities</strong></td>
<td></td>
</tr>
<tr>
<td>Cognition-plus. Determines consent, managed with family, staff, and SDM.</td>
<td>[81]</td>
</tr>
<tr>
<td><strong>Contextual</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Determining consent</strong></td>
<td></td>
</tr>
<tr>
<td>Mild cognitive disabilities</td>
<td></td>
</tr>
<tr>
<td>Consent assessment is kept the same among people and based on context.</td>
<td>[12]</td>
</tr>
</tbody>
</table>

\(^a\)I-Team: interdisciplinary team.
\(^b\)SDM: substitute decision maker.
\(^c\)SCEA: Sexual Consent and Education Assessment.
\(^d\)VABS: Vineland Adaptive Behavior Scale (Interview Edition).
\(^e\)AASECT: American Association of Sexuality Educators, Counselors, and Therapists.
\(^f\)OWL: Our Whole Lives.
\(^g\)LGBTQ: lesbian, gay, bisexual, transgender, transsexual, and queer.
\(^h\)MMSE: Mini-Mental State Exam.
\(^i\)SSAS: Social Sexual Awareness Scale.
Table 3. Studies on sexual consent and education for people with cognitive disabilities.

<table>
<thead>
<tr>
<th>Study type</th>
<th>Approach</th>
<th>Aim</th>
<th>Key findings</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Qualitative</td>
<td>Integrated</td>
<td>Interview facility staff and residents to determine factors that increase risk of SDMs(^a) deciding all-or-none resolutions of resident consent capacity to sexual relationships instead of allowing partial expression.</td>
<td>Wording of legislation, lack of resources for SDMs and relational dynamics between them and staff increase risks of all-or-none decision outcomes. Recommends addressing these factors in integrated approach to reduce risk.</td>
<td>[83]</td>
</tr>
<tr>
<td>Qualitative</td>
<td>Attitude and education</td>
<td>Semistructured interview needs assessment of directors of nursing to identify challenges to sexual expression management in LTC(^b) setting.</td>
<td>Directors of nursing requested sexual expression to be addressed in a top-down manner, with national organizations’ support in resources and training.</td>
<td>[85]</td>
</tr>
<tr>
<td>Qualitative</td>
<td>Functional capacity</td>
<td>Interview facility staff and residents to determine key components of sexual consent.</td>
<td>Three key themes participants defined for consent: communication—includes all involved in sexual relationship either verbal or nonverbal, situational understanding—includes ability for all involved to interpret assent of partners, and internal understanding—includes personal understanding of desire for sexual relationship.</td>
<td>[84]</td>
</tr>
<tr>
<td>Qualitative</td>
<td>Education and attitude</td>
<td>Survey with vignettes to check residential staff ability to properly identify safe or unsafe sexual behaviors and respond accordingly.</td>
<td>Staff could generally identify the difference between abusive and safe sexual behavior. Increased age of staff correlated with less accuracy in identifying safe or unsafe behavior.</td>
<td>[34]</td>
</tr>
<tr>
<td>Qualitative</td>
<td>Functional capacity</td>
<td>Survey of APA(^c) to determine important criteria to determine key components of sexual consent.</td>
<td>Key themes defined for consent: basic sexual knowledge, knowledge of the consequences of sexual behavior, and aptitudes related to self-protection.</td>
<td>[9]</td>
</tr>
<tr>
<td>Quantitative</td>
<td>Education</td>
<td>Education intervention—Living Your Life, twice weekly, 45 minutes per session, 10-week total, to improve sexuality-related decision ability.</td>
<td>SCEA(^d) scale showed improved scores after education. Retention showed only slight decay after 6-month follow-up.</td>
<td>[86]</td>
</tr>
<tr>
<td>Quantitative</td>
<td>Education and functional capacity</td>
<td>Functional approach cohort study compared sexual consent ability of people living with cognitive disabilities to presumed normal people.</td>
<td>Some people with cognitive disabilities scored high on all measures, including the Sex-Ken-ID(^e). Recommended ongoing education instead of single inoculation model.</td>
<td>[40]</td>
</tr>
<tr>
<td>Quantitative</td>
<td>Functional capacity</td>
<td>Cross-sectional validity measure used SCEA to compare neuropsychological tests with IQ, adaptive behavioral age, and sex education on consent ability.</td>
<td>Neuropsychological test battery, especially those measuring executive measures, were found to be more accurate in predicting competency than IQ, adaptive behavior age, and sex education.</td>
<td>[45]</td>
</tr>
</tbody>
</table>

\(^a\)SDM: substitute decision maker.
\(^b\)LTC: long-term care.
\(^c\)APA: American Psychological Association.
\(^d\)SCEA: Sexual Consent and Education Assessment.
\(^e\)Sex-Ken-ID: Sex Knowledge, Experience, and Needs Scale for People with Intellectual Disabilities.

Themes Affecting Approaches for Determining Sexual Consent Capacity

Most reports (n=14) placed the 3 legal criteria of consent themes at the forefront of their approach to determine the sexual consent capacity of people living with cognitive disabilities. Other reports described adapted instruments, such as the Lichtenberg and Strzepek Instrument (n=4) or the Ames and Samowitz Instrument (n=4), which are approaches based on the 3 legal criteria of consent, however, with clinical considerations. The Lichtenberg and Strzepek Instrument mentions the use of an interdisciplinary team for the second part of its assessment process, which incorporated a team of professionals (eg, psychologist, psychiatrist, nurses, recreational therapists, dietitians, and aide staff) to analyze the information obtained by a psychologist or psychiatrist’s interview with the patient in the first part [87]. The Lyden approach, with person-centered and integrated considerations, has important points for individualizing the assessment process, especially for communication during the interview process. The American Bar Association and American Psychological Association (ABA/APA) model has a handbook, which is based on the 3 legal criteria of consent, Lyden approach, and Lichtenberg and...
Strzepek Instrument. It includes comprehensive neuropsychological testing components for determining consent capacity; however, it only summarizes the team-based aspects of determination and care plans [88].

With the 3 legal criteria of consent being based in the United States, some international reports described the Mental Capacity Act of 2005 as their main approach (n=4). The Mental Capacity Act of 2005 uses rules reminiscent of the 3 legal criteria of consent and contains the prefix assumption that a person has the default capacity to consent unless proven otherwise. The Mental Capacity Act of 2005 also contains prefix rules to ensure that knowledge and resources are available for assisting a person to make a consensual decision. Some reports introduced white papers and guides for assisting adult sexual health in LTC facilities (n=2), the most recommended guide being from the Vancouver Coastal Health Authority 2009. This guide provides important reminders to nurses and homecare staff regarding the rights of people under their care, while also recommending support to healthy sexual behavior by providing the means to do so (eg, provision of private spaces to reduce public sexual activity) [98].

**Approaches for Determining Sexual Consent Ability**

**Functional Capacity**

Approaches endorsing the use of functional capacity have shifted away from diagnostic-based assessments (eg, IQ and mental age scores) of decision-making ability to alternative identifiers. There was an overall emphasis in the literature to rely less on mental assessment outcomes when determining the sexual decision-making capacity of people with cognitive disabilities [17,28,85,91,102]. The problem with mental assessments is the risk of social or cultural factors, concluding that people with cognitive disabilities are incompetent in society, which results in such people being placed in the cloak of competence [104]. Repeated assessment measures show mixed results for the same person, varying between having and not having a sexual consent capacity [3]. Thus, even if people with cognitive disabilities are able to demonstrate sexual consent capacity, social judgment may still suspect such people as being less than capable when compared with normative scores of intelligence and adaptive behavioral ability [91].

Despite the shortcomings of mental assessments, reports vouching for functional capacity approaches recommended to either expand the assessment’s ability to check for adaptive behavioral domains [1,19], featuring the use of neuropsychological assessments [88] or relegate such mental assessments to a supporting role [103]. Although a mental state assessment such as the MMSE may provide a basic idea on how well a person with cognitive disabilities makes rational decisions, it was recommended to consider other domains of functional capacity such as literacy skills, self-care skills, independent care ability, and physical upkeep [1]. A secondary diagnosis, including checks for both cognitive and functional ability, should be used when making a capacity judgment [103]. A report by Bogacki et al [90] introduced the Social Sexual Awareness Scale, a scale based on the 3 legal criteria of consent that checks a person’s knowledge for contextual and safety factors such as risk of disease, contraceptive use, age of partners, and the handling of unwanted advances [90]. Another recommendation was to assess decision-making capacity on act-specific decisions (eg, being able to make a decision on a sexual relationship, retain that decision, and have a rudimentary understanding of the sexual act) instead of theoretical ability [96]. One report suggested a holistic approach, complete with a progressive committee [19], supplemented with theories of Consensual-Minimalism and Consent-Plus by Wertheimer [105]. Consensual-Minimalism checks for the most straightforward sense of consent among those in a relationship, whereas Consent-Plus pertains to situations where consent is necessary in addition to other factors that are additionally required to make the sexual relationship permissible (eg, social, religious, and cultural factors) [105].

**Person-Centered Approach**

The person-centered approach is philosophically driven to promote ethical integrity when working with people to determine their consent capacity [4]. Discussions with the people themselves will enable a better understanding of both their sexuality and cognitive disabilities, which are essential for determining their preferences [15,99]. The person-centered approach needs to be flexible to accommodate the specific needs of each individual, promote their dignity and autonomy, and uncover potential contexts that could identify risks associated with sexual expression [16,18]. In terms of philosophical components throughout the literature, the person-centered approach was recommended to include the following (people living with cognitive disabilities, who are to be provided such services, will be referred to as clients in this list):

1. Open communication—this factor begins with individualizing the communication process with clients, following key components of the Lichtenberg and Strzepek Instrument, Ames and Samowitz Instrument, Lyden approach, ABA/APA model, and Vancouver Coastal Health Authority themes [5,6,87,98]. At the same time, given the personal biases and stigmas associated with sexuality, everyone including caregivers and staff should discuss such potential issues while planning to address them [23].

2. Committee approach—following open communication, this factor can diffuse liability exposure and provide enhanced objectivity [5]. If persistent evidence shows that a client’s consent ability has become compromised, any decisions involving their rights to sexual intimacy must involve discussions with family, friends, caregivers, and staff in a multidisciplinary team setting [16]. Such a committee can incorporate various perspectives to enhance a client’s autonomy, dignity, and rights to sexual expression in addition to determining areas and means for improving their potential shortcomings in the 3 legal criteria of consent themes [5,26]. Lay-witnesses are useful for determining other contextual information, such as the client’s adaptive capacity, in addition to determining potential SDMs if allowed [1,89].

3. Capacity assumed—a client’s sexual decision-making capacity needs to be assumed intact unless proven otherwise [4,83]. It is unethical and discriminatory to use assessments to prove that a client is incapable of demonstrating consent capacity [17]. A common-sense approach, with staff and
peers observing the client’s interactions, nonverbal language, and social cues should instead be considered when determining their sexual decision-making capacity [4].

4. Withhold Bias—people’s attitudes, including those of staff members and caregivers, may inadvertently be against a client’s sexual preferences and deny them their rights to sexual expression [91]. It was strongly recommended for both clients and staff to receive education programs to discern differences between normative and unhealthy sexual behaviors in addition to reframing their perceptions regarding client sexual preferences and rights [3,23,29,34,88,92].

5. Tracking—a client’s sexual preference and decision-making ability is expected to change over time; thus, person-centered approaches should track a client’s progress, reconfirming that they retain the capacity to both understand and refuse a sexual interaction when necessary [23]. The impact of educational programs for enhancing a client’s sexual consent capacity should also be used and tracked over time [40]. Improving the client’s access to materials for practicing safe sex, such as condoms and contraceptives, should be continuously implemented [23]. Safeguards that limit forms of client sexual expression, such as restricting a relationship to kissing and touching only, requires continual monitoring by staff to ensure that such safeguards are not exceeded [5].

One report presented a system for nurses to use, which adheres to some of the previously mentioned philosophical components. The system comprises the 4 themes of the code, Professional Standards of Practice and Behavior for Nurses and Midwives [106]. The 4 themes are prioritize people, practice effectively, preserve safety, and promote professionalism and trust [16]. It includes considerations such as withholding bias, open communication, and the committee approach. A report by Wilkins [107] suggested an emphasis among a substituted judgment, best interest standard, or a mix of the two. The substituted judgment standard emphasizes the use of advanced directives, whereas the best interest standard emphasizes the balance between risks and benefits, allowing some restricted forms of client sexual expression if the potential benefits are worth the risks.

**Integrated Approach**

This is perhaps the most comprehensive approach in terms of providing a detailed care plan for determining sexual consent capacity in people with cognitive disabilities, while also discussing plans for enhancing consent capacity if necessary. The key features of the integrated approach include an interdisciplinary team discussion process, using aspects of a person-centered approach, complete with other holistic considerations. With the service user’s permission, the interdisciplinary team can be comprised an array of practitioners including physicians, occupational therapists, psychologists, social workers, nurses, and legal guardians of the person involved in the discussion [22]. The integrated approach is likely to encompass the following themes:

1. The 3 legal criteria of consent—for legally defining the terms of consent [7,10,22].
2. ABA/APA model—for blueprinting the overall assessment and care plan design process, endorsing person-centered considerations of the evaluated person’s sexual values, which endorses the Lichtenberg and Strzepek instruments for both functional capacity and ethical considerations [87,88].
3. Lyden approach—for individualizing the communication and assessment process, encouraging person-centered aspects to the approach [5,22,88].
4. Lichtenberg and Strzepek Instrument—assuming that the assessment aspect of the process is performed with an MMSE [87,88]; however, such assessments were designated as a supplementary role to determine where lacking areas of knowledge could be improved [48].

Friends and family of the evaluated person are encouraged to play a role in the discussion process [22]. Team input determines the restrictions of sexual expression, if any and medications to be prescribed, if any, while also noting contextual factors of the relationship, such as potential risks of coercion or abuse [22,92]. Overall, the integrated approach focuses on holistic contextual factors throughout the assessment process, including factors such as the person’s communication ability, access to privacy, informed consent ability, family involvement, religious beliefs, and social history [22,88].

**Contextual Approach**

The contextual approach was aimed at individuals with mild cognitive disabilities and has 2 components [12]. First, whenever a judicial system assesses the consent ability of an individual living with a cognitive disability, the ruling must meet the same standard as anyone else. Second, it is recommended that consent ability be focused on the situational context rather than on intellectual attributes. For example, an individual with a cognitive disability may show consent capability in a healthy relationship but not when their partner uses coercion or threats.

The first component becomes especially important when consent definitions require an understanding of tests involving the nature, consequences, and moral dimensions of sexual acts [12]. It is important to keep assessments among individuals the same, whether they have intellectual disabilities, because this focuses on social innerworkings within an intimate relationship [12].

This component also respects the capabilities of individuals with cognitive disabilities. The second component realizes that consent ability is affected by social constructs such as communication, social skills, and community support. A contextual approach reassures the balance of protection toward vulnerable persons while respecting their consensual rights to sexual relationships.

**Approaches for Managing Sexual Consent Ability**

**Education**

There was a pattern in the reports explaining how education could improve the sexual decision-making ability of people living with cognitive disabilities. The pattern starts by mentioning the 3 legal criteria of consent components (knowledge, understanding, and voluntariness), followed by a
defined set of basic skill checks to determine whether such people could address these components. Note that the 3 legal criteria of consent have a knowledge component, which defaults to being improved by sex education; however, its other components, such as understanding, may benefit from education as well [3,5,40,86]. The basic skill checks included areas that expanded upon the three legal criteria of consent [3,5,11,40]:

1. Knowledge of body parts and sexual relationships and acts.
2. Knowledge of consequences from sexual relationships.
3. Understanding of appropriate sexual behavior and context for it.
4. Understanding of the voluntary nature of a sexual relationship.
5. Ability to recognize abusive situations.
6. Ability to be assertive in such situations to reject unwanted advances.

The reports endorsing educational approaches described measures that check for these areas, such as the Sexual Consent and Education Assessment [86], Sex Knowledge, Experience and Needs Scale for People with Intellectual Disabilities [40], and Tool for the Assessment of Levels of Knowledge Sexuality and Consent [11]. For educational programs themselves, the recommendations were the Living Your Life—The Sex Education and Personal Development Resource for Special Education Needs [86,108] and comprehensible evidence-based programs with simple language [3]. It is important for the aforementioned assessments to be used only for the identification of gaps in a person’s knowledge of safe sexual acts, followed by providing educational programs to rectify such gaps if necessary [48,92].

In addition to people with cognitive disabilities, it was encouraged for staff in LTC facilities to receive education to better identify the difference between healthy and unhealthy sexual behaviors and how to resolve such situations accordingly [27,34]. Both families and LTC staff were recommended to receive education to better understand the rights to intimacy, sexuality, and privacy for people with cognitive disabilities [27]. It was suggested that staff use LGBTQ toolkit, which are manuals that describe ethical approaches when working with older female adults who have these sexual identities [94].

Criminal justice systems were encouraged to use education and training programs to increase the awareness of communication disorders, while also considering alternative communication platforms and multidisciplinary collaborations with relevant disciplines [109]. Children and people with communication disabilities are at a disadvantage when disclosing their experiences of sexual abuse to a criminal justice system, often because the system’s procedures may not be adapted to meet the needs of such people [109-111]. Sexual abuse cases showed improved outcomes when collaborative support was combined with communication awareness, such as for law enforcement and child protection services [111]. Improved access to sexual and gender-based violence education for vulnerable populations, such as refugees, was also recommended in addition to encouraging inclusion in community support programs [109].

Attitude
There were 3 articles that argued for both disability and feminist rights movements to overcome negative attitudes within communities [17,18,102]. Doyle [18] described how social construction theory for feminism relates to people with cognitive disabilities, defining it as culturally set norms, rights, and commitments that detail expectations on how people of differing statuses relate to one another [112]. Doyle [18] also explained that script theory is a form of construction theory that influences a person’s sexual behaviors by external and internal factors, defined as society’s mutually shared conventions and norms and personal motivations, respectively [18,113]. Script theory explains how the sexuality of a person with cognitive disabilities is potentially influenced by critical factors beyond just sex drive and instinct: it has learned behavior characteristics, influenced by social contexts, affecting how people express themselves [18].

Negative cultural attitudes, such as rape culture, should be countered by plans using lifelong sexuality education and policy change with intermovement collaboration, addressing the aforementioned internal and external factors [17]. A person with a cognitive disability could be incapable of demonstrating or understanding consent capacity, due to a lack of knowledge or having misaligned sexual scripts [18]: however, educational interventions may allow that person to reach capacity [5]. Note that a strict education approach emphasizes sexuality instruction to fill missing gaps in knowledge and understanding of consent criteria, although the attitude approach is often based on social construction theory, suggesting the use of education to reframe a person’s sexual scripts.

The attitude approach also discussed how a person with cognitive disabilities and their external factors such as government, legal systems, administration, practitioners, staff of LTC facilities, and family could be influenced. A study by Syme et al [85] determined that a proactive approach to policy development in LTCs was recommended, in addition to addressing negative staff and family attitudes. Addressing the lack of awareness of sexual expression in people with cognitive disabilities, making necessary environmental changes to ensure privacy, identifying staff or family attitudes, and tracking the person’s sexuality with recurrent assessments were the top areas to address in LTC facilities [85]. The study by Syme et al [85] found that all nursing directors (n=20) endorsed the use of sexuality education, with many endorsing attitude discussions with staff and family about aging sexuality, changing negative attitudes, increasing people’s awareness of their own attitudes, and emphasizing sexual health. A report by Victor [23] mentioned the use of staff attitudes about intimacy and dementia survey proposed by Kuhn [114] to measure staff or caregiver attitudes on this topic. A collaborative reform process was recommended to change legal terms (eg, mentally impaired to vulnerable or protected persons) when reframing government views that hold people to a disproportionately higher standard [92]. For committee approaches, members were tasked with reducing the risk of personal bias within the leading assessor, by providing a balanced exchange of ideas in a competent and thorough manner, throughout the consent capacity determination process [5].
Advanced Directives

Advanced directives are contingency plans that allow people to consent to specific sexual acts ahead of time or grant decision-making power to an SDM for an applicable future context [115]. The plan involves the person, who is legally capable of providing sexual consent at the time, the past self, to set up a contingency for an impending period when their sexual decision-making ability may become compromised, the future self. This compromised ability to provide sexual consent may occur owing to impending conditions from events such as dementia, stroke, or brain surgery. There are two types of advanced directives [115]: instructional directives and proxy directives. The instructional directives can be either permissive, allowing permissions to take place when they legally could not or restrictive, halting actions from happening when situations would normally favor them [115]. The proxy directive features the use of SDMs, either as a surrogate decision maker or the power of attorney [115].

A person’s ability to consent to sex can change over time, varying across situations in terms of capacity and sexual preference [3,5,11]. Unless legal exceptions have been established, it is illegal for consent to be given by someone else [7]. Advanced directives are noted for upholding a person’s core values and religious beliefs when resolving decisions involving sexual relationships, perhaps preserving the sexual preferences of a person living with a cognitive disability [77]; however, the drawback is that the person is locked into certain conditions that may not coincide with the desires of the future self [28]. The use of advanced directives in this manner is referred to as the substituted judgment standard [28]. One report presented the Prior Consent Thesis, a philosophy-driven argument that states that a competent person can give valid prior consent to a competent partner, in which consent could remain even after mental capacity in one person becomes compromised [100]. Sexual advance directives are not promises that could lead to the promiser being locked in servitude. The advance directive is not about owing a commitment; a person’s advance directive merely states that such an encounter be allowed if they token consent [100].

Support Network

Using the cognition-plus test, this approach contains three steps [81]: (1) check if the individual is capable of communicating a desire for an intimate relationship, (2) check if the individual is aware of the nature and consequences of sexual decisions, and (3) determine the adequacy of an individual’s decision-making support network.

If step 1 is unfulfilled, the test ends. Individuals who cannot determine an intimate relationship cannot qualify as sexual agents. If steps 1-2 are fulfilled, the individual is deemed to have consent capacity without the need for assistance. Step 3 becomes active only if step 2 is unfulfilled. The determination of an individual’s support network is contextual-based, guided by the fiduciary law [81]. The legal system would need to check if the support network is free from conflict of interest, while showing an understanding of the individual’s sexual preferences, with contingencies to protect the individual against consequences of sexual encounters, such as pregnancy or sexually transmitted disease [81]. The support network is expected to be different among individuals but may comprise the individual’s friends, family, institutional staff, and SDMs. SDMs are not recommended to act alone in a support network [81]. It is possible that people in the support network may have disagreements on the individual’s preferences, in which case these disagreements will need to be resolved in a civil manner before this approach is implemented [81]. The legal system should not intervene whenever a civil dispute occurs: its focus should only be on checking the support network’s adequacy [81]. It is important to note that support networks should not exist to make decisions for people with cognitive disabilities but only to assist them in achieving their decisions [81].

Discussion

Principal Findings

This review focused on the approaches used to determine and manage sexual consent abilities in people with cognitive disabilities, noting the recurring themes influencing how these approaches were implemented. The literature assumes that such people are capable of having the capacity to desire and consent to healthy intimate relationships; however, some situations may ignore or suppress these capabilities [5]. The movement of medicalized models to be enhanced by social support was also emphasized.

Key Points When Determining Sexual Consent Ability

Review of the literature has established that determining consensual abilities requires a holistic approach, with individuals being considered in terms of their adaptive abilities, capacities, and human rights. An abridged description of such a holistic approach includes identification of the person’s sexual identity, beliefs and values, opinions from friends and family, medical records and clinical interviews (person-centered), neuropsychological testing, and functional capacity measures involving adaptive capability skill checks, followed preferably by an interdisciplinary discussion and action plan [88]. Although the 3 legal criteria of consent may appear as the starting point for defining a person’s consent capacity, sexual identity, beliefs, values, culture, and life history should be examined first to guide the consent-determining process [10]. This promotes the person-centered approach, especially if the assessed individual is of the LGBTQ community. The use of a committee during person-centered and integrated approaches must maintain a morality balance within the main reviewer; otherwise, the consent determination process can be skewed either in favor of or against the assessed individual [91]. Continual monitoring of an individual’s sexual preferences allows caregivers or service providers to offer empathetic maintenance over time, which becomes especially useful during cases of fading identity, owing to conditions such as dementia [23]. Educational programs focused specifically on these identified preferences can be provided to improve empathetic maintenance for such service providers.

The functional capacity report by Harris [1] provided examples of evidence for sexual consent ability in people with cognitive disabilities, including those demonstrating skills such as exercising good judgment and being able to identify their name...
and address correctly. However, the report by Harris [1] also admits that appraising these examples can be an abstract exercise, with some forms of evidence carrying a higher amount of probative weight than others, such as previous experience with sex education over IQ scores. A report by Thomas [84] provided elements of consent capacity definitions (communication, situational, and internal understanding), which were recommended to be presented to other residential mental health experts to create and improve the acceptable definition of consent ability. The most important consideration when using the functional capacity approach is to enforce that people with cognitive disabilities are not regulated differently than people without cognitive disabilities. If they should be denied legal right to sexual consent, the conclusion should only be drawn if the functional capacity appraisal process is performed on a truly equal basis for all [66].

Critical requirements of consent culture, which states that “people can have sex only when everyone agrees it is OK” [17], is met with scenarios where a person in a married relationship wants to have sex with their partner who has severe dementia, incapable of showing either signs of assent or refusal. Although it is important for all parties in the relationship to show the ability to refuse a sexual encounter at any point, which many people with cognitive disabilities will be incapable of doing [23], one proposed idea is to affiliate consensual sex with a continuation aspect, assuming consent from a previous loving relationship will remain even after someone loses the ability to consent afterward [100]. This continuation aspect of a sexual relationship with someone living with a cognitive disability is the Prior Consent Thesis, which deems current sexual relationships permissible, providing both people in the relationship gave consent to sex with each other before.

Key Points When Managing and Enhancing Sexual Consent Ability

The key aspects to consider when managing and enhancing consensual ability in people with cognitive disabilities starts with attitude change. Some of the recurring attitudinal barriers identified in the literature include internal factors, such as those inflicting the individuals themselves as explained by script theory and external factors, peripheral to the individual affecting their consent ability and rights, examples being care providers, legal systems, family, friends, and supportive decision makers [18]. The attitude approach gives the impression of being the most important approach because of its ability to reframe either the internal or external factors’ view of sexual expression for people with cognitive disabilities.

For internal factors, script theory explained that people with cognitive disabilities may show unhealthy sexual behaviors because of unlearned scripts [18], which can be supplemented by education to fortify the knowledge and understanding prongs in the 3 legal criteria of consent theme. Script theory also explains that people may have intact sexual knowledge; however, vital elements pertaining to healthy attitudes can be misaligned, which may result in unhealthy behaviors directed at oneself or other people [18]. It has been reported that sexual knowledge alone does not always transfer to safer sexual behaviors [116]; thus, the importance of lived experiences on consensual ability emphasizes the importance of understanding the contextual reason why people with cognitive disabilities may consent to sex [18]. It is important to note that script theory does not explain inherent sexuality within individuals. Sometimes, unhealthy sexual behaviors stem from physical conditions, such as those from affected neurobiological areas in the brain within a person living with dementia [93].

External factors influencing sexual expression in people with cognitive disabilities include both formal and local situations. A report by Arstein-Kerslake and Flynn [102] provided details of a grassroots voice movement, using feminist disability theory to encourage a formal legal system to adopt vital changes to its interpretation of sexual rights for people with cognitive disabilities, further describing the drafting of its convention by a disabled people’s organization to reform the rights of such people. Perhaps these details may be enough to convince a similar rights movement to attempt their own reform process; however, the unique details pertaining to each convention’s attitudinal barriers will need to be reported in future literature for conventions to strategize and gain a greater level of confidence in attitude change. The more details a system can obtain for establishing attitude change, the louder a new convention can have a voice.

To check and address internal and external factors in the local situation, attitude checks using tools such as the staff attitudes about intimacy and dementia survey were recommended to give a general idea about potential staff, family, and caregiver biases toward sexual preferences in people with cognitive disabilities [23,93,114]. Publicly available guidelines, such as the Vancouver Coastal Health Authority Guide (2009), provide recommendations about components of staff education, SDMs, and family decision-making, including what to do in case decisions fall upon family members who do not support the client’s sexual activity. For situations with decision makers who do not agree with their clients’ sexual preferences, example guidelines include reiterating the legal obligations of such decision makers while reassuring them that they do not have to change their personal values—they only need to respect the legal rights of the client, especially after they have been given sex education [98].

The attitude approach is arguably the most important approach to consider, because all efforts to realize a person’s sexual consent ability can be lost, should the final decision fall onto someone who does not agree with the sexual preference in the first place. The comprehensive aspects of the integrated approach are not immune to this. The Hillman report [22] described an in-depth integrated approach that was used to assist with the sexual consent ability of a resident in a nursing home; however, the final outcome resulted in the family relocating the resident from there because of a difference in perceptions regarding sexual relationships. Using education to reframe staff and family attitudes is key because to quote one director of nursing from the study by Syme et al [85], “If the families don’t buy it, it’s gonna fail miserably.” The Boni-Saenz [81] report mentioned that support networks may fail because cognition-plus does not force its members to agree with their sexual preferences [81]. This suggests that both education and attitude approaches may ensure that consent plans are fulfilled properly. It was
recommended for newer doctrines to reframe attitudes and counter stereotyping beliefs within those who serve people with cognitive disabilities, using laws to exert positive expressive pressure on social norms [81].

Advanced directives have evolved to a point where they may play a role in sexual decision-making. They are best established within third-party systems, especially those equipped to monitor their use, such as those in LTC settings [115]. Advanced directives may improve the decisional accuracy of institutional staff and loved ones who may act on behalf of the person living with a cognitive disability [117] or act as an essential element in a legal case against sexual assault [115]. The literature has revealed that the use of SDMs has been controversial. Although an SDM may appear qualified to make a decision on behalf of a person for a future sexual situation, it is possible the SDM may develop a conflict of interest, failing to act with loyalty in their proxy decision-making, resulting in potential congruence problems [118]. Having an advanced directive coupled with LTC facility monitoring or other such third-party settings reduces the risk of objective harm [115]. Further controversy stems from the disagreements among systems adopting the use of SDMs and the UNCRPD. The UNCRPD is against the use of SDMs, owing to the motion by Article 12 to establish equal rights for those living with cognitive disabilities [31,32]. The UNCRPD states that a lack of consensual capacity should not restrict a person’s ability to make a decision, insisting that said person’s will and preferences must be acknowledged [31,32]. Several experts have accused this interpretation as unrealistic [32,119-121]. Forgoing the use of SDMs would reduce civil commitment and potentially increase the risk of harm for individuals living with severe cognitive or psychotic disorders [32].

There are philosophical arguments that may prefer either the individual’s past or future self to take precedence over the final decision of the advanced directive. It is important for evidence of both the past and future self to show some form of communication to consent, be it verbal or nonverbal. If the past self had a contingency to consent to a sexual relationship and the future self showed a token of interest, such as overtly wanting to hold hands with someone they like, this may show an overlap in interests between the past and future selves. The noticeable overlap in consensual interests between past and future selves is known as the Consensus of Consents [115], which is the key to deciding whether such an advance directive is legally enforceable. Unfortunately, a person with a cognitive disability may show behavior that is less obvious in showing contemporaneous consent. It could be that some people living with dementia will have conditions so dire that they cannot communicate any form of consent at all. In these cases, the ability to express some form of definitive volition is required, either in the form of a verbal yes or some behavioral initiation of sexual expression [122]. With this volitional requirement, the voluntariness prong of the 3 legal criteria of consent demonstrates that sexual advance directives have both legal and medical domains, thus requiring dedicated supporters to have knowledge about consent capacity, mental conditions, and the very people living with cognitive disabilities themselves.

Limitations
This review used a systematic method to identify approaches for determining and managing sexual consent capacity in people with cognitive disabilities. There was an emphasis on recognizing the patterns of themes, each influencing how consent-determining and enhancement programs were implemented. Although the literature on the subject may have a diverse array of ideas, acknowledging the views and rights of those who desire intimate relationships, this review emphasizes a convergent style to bring these ideas together. With this review’s emphasis on pattern recognition for noting recurring themes, there is a strong possibility that emergent ideas may have been downplayed or missed entirely. This review did not include ideas from conference papers, public opinions, or non-peer-reviewed articles. This may have shifted this review’s focus to a stronger understanding of already-established sexual consent themes; however, it could be that newer ideas may change these already-existing themes. Future research may provide emergent ideas with a greater consideration of the subject. In addition, although this review featured reports from both clinical and legal sources, this review predominantly used a clinical search protocol to locate the literature. The search process was not dedicated to the legal databases. Future research on this topic should be performed with a legal background, incorporating the necessary legal databases and journals.

Conclusions
The desire to have an intimate relationship is one of the core elements of sexuality, which is part of what it is to be human. Healthy sexual relationships are driven by consent, which is commonly defined by people’s capability to demonstrate sexual knowledge, intelligence, and voluntariness. However, if a person with a cognitive disability has a compromised consent ability, the involved legal, clinical, or ethical systems must determine the balance between permitting and restricting sexual activity to reduce the risk of unhealthy or harmful sexual behavior. It is important for the attitudes of those involved in this process to be balanced; otherwise, the sexual rights of such assessed people could be moved either in favor or against them. The means for determining the sexual consent ability of people with cognitive disabilities include functional capacity and person-centered and integrated approaches. Management of consent ability includes education, attitude, and advanced directive approaches. These approaches seek the ideal outcome where person-centered considerations of those living with cognitive disabilities are understood and they themselves are involved in the process of personalizing the approaches used to facilitate healthy intimate relationships.
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Abstract

Background: The exponential scale and pace of real-time data generated from mobile phones present opportunities for new insights and challenges across multiple sectors, including health care delivery and public health research. However, little attention has been given to the new ethical, social, and legal concerns related to using these mobile technologies and the data they generate in Africa.

Objective: The objective of this scoping review was to explore the ethical and related concerns that arise from the use of data from call detail records and mobile technology interventions for public health in the context of East Africa.

Methods: We searched the PubMed database for published studies describing ethical challenges while using mobile technologies and related data in public health research between 2000 and 2020. A predefined search strategy was used as inclusion criteria with search terms such as “East Africa,” “mHealth,” “mobile phone data,” “public health,” “ethics,” or “privacy.” We screened studies using prespecified eligibility criteria through a two-stage process by two independent reviewers. Studies were included if they were (1) related to mobile technology use and health, (2) published in English from 2000 to 2020, (3) available in full text, and (4) conducted in the East African region. We excluded articles that (1) were conference proceedings, (2) studies presenting an abstract only, (3) systematic and literature reviews, (4) research protocols, and (5) reports of mobile technology in animal subjects. We followed the five stages of a published framework for scoping reviews recommended by Arksey and O’Malley. Data extracted included title, publication year, target population, geographic region, setting, and relevance to mobile health (mHealth) and ethics. Additionally, we used the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) Extension for Scoping Reviews checklist to guide the presentation of this scoping review. The rationale for focusing on the five countries in East Africa was their geographic proximity, which lends itself to similarities in technology infrastructure development.

Results: Of the 94 studies identified from PubMed, 33 met the review inclusion criteria for the final scoping review. The 33 articles retained in the final scoping review represent studies conducted in three out of five East African countries: 14 (42%) from Uganda, 13 (39%) from Kenya, and 5 (16%) from Tanzania. Three main categories of concerns related to the use of mHealth...
technologies and mobile phone data can be conceptualized as (1) ethical issues (adequate informed consent, privacy and confidentiality, data security and protection), (2) sociocultural issues, and (3) regulatory/legal issues.

Conclusions: This scoping review identified major cross-cutting ethical, regulatory, and sociocultural concerns related to using data from mobile technologies in the East African region. A comprehensive framework that accounts for the critical concerns raised would be valuable for guiding the safe use of mobile technology data for public health research purposes.
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Introduction

The exponential scale and pace of real-time data generated from mobile phones present new opportunities and challenges across multiple sectors, including health care delivery and public health [1]. By 2025, mobile subscribers are projected to grow from 477 million to 617 million [2]. One opportunity arising from the growth trajectory in connected mobile technology devices is the evolving field of mobile health (mHealth). The World Health Organization defines mHealth as medical and public health practice supported by mobile devices such as phones, patient monitors, smartphone apps, and functionalities, including voice or SMS text messages [3]. Globally, mHealth solutions have been deployed to address problems such as a shortage of health care workers [4,5], monitoring medication adherence [6,7], and improving quality of health care [8].

In 2020, the National Institutes of Health (NIH) announced a grand opportunity for health research for new funding, titled “Harnessing Data Science for Health Discovery and Innovation in Africa (DS-I Africa).” The goal is to spur new health discoveries and catalyze innovation in health care, public health, and health research in Africa through data science [9]. Additionally, the DS-I Africa announcement called for researchers to explore the ethical, legal, and social implications associated with data science [10]. These calls highlight new areas for scientific inquiry and recognize the need to address new ethical challenges when using “big data” streams across Africa.

The use of mobile phone call detail records (CDRs), which are time-stamped activity logs that are also known as billable events, is a relatively new concept in health research [11-14]. Although telecommunication companies have used CDRs for more than three decades for customer billing and targeted marketing purposes, the business sector has only recently innovated more ways to use these data in remote banking and financial service delivery. However, the health sector has sparsely leveraged such enormous amounts of mobile phone data for public health, especially in Africa [3-5]. The Data for Development Challenge, Google Flu Trends, Datathon for Social Good, and the Cairo Transport App Challenge, among others, have used archived CDRs to study human activity [6]. In the field of infectious diseases, innovative use of aggregated anonymized data from CDRs revealed informative patterns of the spatiotemporal transmission of various pathogens in the community, including rubella [15,16], malaria [12,17,18], and Ebola [19,20] in Africa. More recently, the COVID-19 pandemic has accelerated this novel utilization of mobile technologies and CDRs for public health surveillance and research [21-23]. However, a lack of well-established standardized ethical and regulatory frameworks has limited the widespread use of such data in health research, particularly in East Africa [24].

Our ongoing NIH-funded Mapping Tuberculosis Transmission Study (MATTs) in Kampala, Uganda, motivated this scoping review. MATTs takes a unique approach that utilizes individual-level CDRs combined with epidemiologic surveys and molecular data to map potential tuberculosis transmission “hot spots.” During the initiation of the study, members of the research team from the University of Georgia and Makerere University met with key stakeholders representing the public and private sectors in Uganda. The private sector players were telecommunication companies, and the public players were government agencies or regulatory entities. The goal of the meetings was to learn about existing ethical standards and policy guidelines that apply to utilizing CDRs and other data from mobile technologies for health research. The meetings led to several questions about data access, sharing, transfer, storage, security, privacy, confidentiality, legal, regulatory, and social concerns. In the end, our team surmised that the government and telecommunication entities had existing policies and procedures on personal data that did not necessarily accommodate the utilization of mobile data such as CDRs for health research. Therefore, our research serves as a logical step to generate evidence that is critical for informing the development of policy frameworks that will facilitate better access to mobile data for public health research.

In utilizing CDRs, there are potential points of ethical breaches as personal information flows from a user’s mobile phone to a database for health research purposes. For example, when a user activates a connection to mobile phone networks by calling or texting, “event-driven” personal data are generated in real time and stored as CDRs, whereas “network-driven” data are generated when the cell phone is not in active use (see Multimedia Appendix 1). The event-driven metadata in the records contain the caller and recipient phone numbers, date and time of the call, call duration, and the coordinates of the geographical location of the cell tower that serviced the billable event [25]. Each of the data points generated can potentially result in privacy breaches if the data are accessed without ethical safeguards [26]. The Belmont Report provides standard bioethics guidance for researchers based on the core ethical principles (ie, respect for persons, beneficence, and justice) [27]. Even so, we expect that there are new ethical challenges related to the use of the data generated from mobile phones or other technology/devices that warrant further evaluation.
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We situated this scoping review in the East African region because of the cross-cutting similarities in sociocultural context, the landscape and stage of mobile technology infrastructure development, and the likelihood of future unified regulatory policies given shared economic interests. Scoping reviews are useful for examining emerging evidence when it is still unclear what other, more specific, questions can be addressed by a more precise systematic review [28]. The objective of the scoping review was to explore the ethical and related concerns that arise from the use of data from CDRs and mobile technology interventions for public health in the context of East Africa.

Our review findings are used to inform an ongoing primary study to explore ethical, legal, sociocultural, and regulatory concerns from the perspective of key stakeholders in the public and private sectors in Uganda. We expect that this work will further inform the development of comprehensive guidelines relevant to mHealth and public health research in the East African region.

Methods

Design

We followed five of the six stages of the framework for scoping reviews proposed by Arksey and O’Malley [29]: (1) identifying the research question; (2) identifying relevant studies; (3) study selection; (4) charting the data; and (5) collating, summarizing, and reporting the results. The sixth stage of the framework is optional, which was not included in this scoping review. It involves a consultation exercise with stakeholders to gain a more holistic view of the issues under evaluations. Additionally, we used the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) Extension for Scoping Reviews checklist to guide the presentation of this scoping review [30].

We applied existing definitions to identify ethical concerns related to informed consent, privacy and confidentiality, and data security and protection. We also used team consensus to classify concerns that fit within legal, regulatory, and sociocultural categories.

Operational Definitions

Privacy of health information refers to an individual’s right to control the acquisition, uses, or disclosures of his or her identifiable health data for others [31,32]. Confidentiality refers to the obligations of those who receive information to respect the privacy interests of those to whom the data relate [31,32]. Data security refers to the physical, technological, or administrative safeguards or tools used to protect identifiable health data from unwarranted access or disclosure [32]. Data protection is closely related to data security, which refers to adopting appropriate, reasonable, technical, and organizational measures to prevent loss, damage, or unauthorized destruction or processing of personal data [33]. General ethical concerns refer to research processes that fail to uphold or violate the principles of respect for persons, balance of potential benefits and harms, and equitable sharing of benefits and burdens across research groups [27].

Identification of the Research Question

The primary research question was: what are the ethical, privacy, and data security concerns pertaining to the use of mHealth technologies and mobile phone data for public health research in the East African region? The rationale for focusing on the five countries in East Africa was that the ethics and mHealth technology landscapes are likely to be similar in several ways within the same region. Therefore, the findings could inform regional guidelines and policies.

Identification of Relevant Studies

A systematic search of the literature was performed on November 18, 2020, in the PubMed database using the search terms “mobile,” “ethics,” and “East Africa.” The detailed search strategy and terms used are provided in Textbox 1. The search was limited to English and included only studies focused on the East Africa region. We considered only articles published from 2000 to 2020 due to the widespread use of mobile technology during this period in the region of interest.

Textbox 1. Full search strategy of the scoping review in the PubMed database.

Study Selection

Retrieved studies reporting on mobile technology and health in the East African region were included for further review. Two independent reviewers for each article applied the inclusion and exclusion criteria, with an additional author serving as the tiebreaker in the event of uncertainty regarding whether an article met the inclusion or exclusion criteria. Studies were included if they were (1) related to mobile technology and health, (2) published in English from 2000 to 2020, (3) available in full text, and (4) conducted in the East African region. We excluded articles that (1) were conference proceedings, (2) without full text or presenting an abstract only, (3) systematic and literature reviews, (4) research protocols, and (5) reports of mobile technology in animal subjects.

Charting of the Data

Two authors (CH and CB) performed abstract screening. Three authors (KM, CH, and CB) subsequently reviewed full-text articles, and extracted and stored the data in a Microsoft Excel database developed for this review. From the eligible studies, we extracted the title, publication year, journal name, impact factor, target population, geographic region, setting, and relevance to mHealth and ethics. For each stage of the review, two reviewers (KM and CB) independently reviewed each full-text article. Discrepancies were discussed collectively until consensus was reached.

Collating, Summarizing, and Reporting Results

Given the diversity of articles included in the final scoping review, we employed an iterative team discussion approach to the analysis in order to establish the main themes related to ethical and related concerns. We use descriptive statistics to summarize the characteristics of the studies, including country of publication, year of publication, area of focus, study design, and mHealth intervention employed.

Results

Articles Selected

The search identified 94 articles eligible for further review (Figure 1). Of these, 59 did not meet the inclusion criteria and 5 additional studies were excluded based on a review of titles and abstracts. We included 33 studies published in 22 journals in the final scoping review.

Study Characteristics

The 33 articles retained in the final scoping review represent studies conducted in three out of five East African countries, including 14 (42%) from Uganda and 13 (39%) from Kenya (Table 1). The number of studies published on ethical concerns of mHealth technology use and mobile phone data increased over time, beginning with one in 2009 and climbing to six in 2018. The articles were mostly published in the journal AIDS and Behavior, followed by Journal of Medical Internet Research and BMC Public Health. The majority of mHealth interventions were SMS-based, followed by mobile phone app–based, whereas CDR aggregate data analysis was seldom used among the studies we reviewed. More than half of the studies included were observational in study design, followed by a mixed methods design. Two of the 33 studies included met the eligibility criteria but did not mention ethical concerns beyond compliance with human research and approval from respective institutional review boards.

Three main categories of concerns related to the use of mHealth technologies and mobile phone data can be conceptualized as (1) ethical issues (adequate informed consent, privacy and confidentiality, data security and protection), (2) sociocultural issues, and (3) regulatory/legal issues. These themes are not necessarily mutually exclusive. A detailed summary of each study by theme is provided in Table 2. Ethical concerns were predominantly identified in the included studies, which are discussed in detail below.
Table 1. Summary of articles included in the scoping review for final analysis (N=33).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Studies, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Country</strong></td>
<td></td>
</tr>
<tr>
<td>Uganda</td>
<td>14 (42)</td>
</tr>
<tr>
<td>Kenya</td>
<td>13 (39)</td>
</tr>
<tr>
<td>Tanzania</td>
<td>5 (15)</td>
</tr>
<tr>
<td>Uganda and Tanzania</td>
<td>1 (3)</td>
</tr>
<tr>
<td><strong>Publication year</strong></td>
<td></td>
</tr>
<tr>
<td>2009</td>
<td>1 (3)</td>
</tr>
<tr>
<td>2010</td>
<td>1 (3)</td>
</tr>
<tr>
<td>2011</td>
<td>1 (3)</td>
</tr>
<tr>
<td>2012</td>
<td>2 (6)</td>
</tr>
<tr>
<td>2013</td>
<td>4 (12)</td>
</tr>
<tr>
<td>2014</td>
<td>1 (3)</td>
</tr>
<tr>
<td>2015</td>
<td>3 (9)</td>
</tr>
<tr>
<td>2016</td>
<td>4 (12)</td>
</tr>
<tr>
<td>2017</td>
<td>5 (15)</td>
</tr>
<tr>
<td>2018</td>
<td>6 (18)</td>
</tr>
<tr>
<td>2019</td>
<td>5 (15)</td>
</tr>
<tr>
<td><em><em>mHealth</em> intervention</em>*</td>
<td></td>
</tr>
<tr>
<td>SMS messaging</td>
<td>14 (42)</td>
</tr>
<tr>
<td>Mobile phone app</td>
<td>5 (15)</td>
</tr>
<tr>
<td>Mobile phone</td>
<td>4 (12)</td>
</tr>
<tr>
<td>CDR* aggregate analysis</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Voice and SMS messaging</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Mobile phone survey</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Tablet</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Computer-assisted personal interviewing</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Telemadicine</td>
<td>1 (3)</td>
</tr>
<tr>
<td><strong>Study design</strong></td>
<td></td>
</tr>
<tr>
<td>Observational</td>
<td>23 (70)</td>
</tr>
<tr>
<td>Mixed methods</td>
<td>4 (12)</td>
</tr>
<tr>
<td>Descriptive report</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Modelling</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Quasiexperimental</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Randomized controlled trial</td>
<td>1 (3)</td>
</tr>
<tr>
<td><strong>Area of focus</strong></td>
<td></td>
</tr>
<tr>
<td>HIV/AIDS</td>
<td>15 (45)</td>
</tr>
<tr>
<td>Reproductive health</td>
<td>4 (12)</td>
</tr>
<tr>
<td>Infectious disease</td>
<td>3 (9)</td>
</tr>
<tr>
<td>Noncommunicable disease</td>
<td>3 (9)</td>
</tr>
<tr>
<td>Eye and vision health</td>
<td>2 (6)</td>
</tr>
<tr>
<td>Maternal and child health</td>
<td>2 (6)</td>
</tr>
</tbody>
</table>
### Table 2. Descriptive themes identified regarding ethical, legal, regulatory, and sociocultural concerns of mobile health (mHealth) interventions and mobile phone data use.

<table>
<thead>
<tr>
<th>Studies and countries</th>
<th>Domain of concern</th>
<th>mHealth intervention</th>
<th>Key recommendation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Adequate informed consent</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Uganda [34,35], Kenya [36]</td>
<td>Cannot consent due to failed understanding of technology</td>
<td>Computer-assisted personal interviewing, mobile phone surveys, telemedicine</td>
<td>Participants’ inadequate understanding of the capabilities of mHealth interventions; thus, the question of whether they understood sufficiently to properly consent was raised</td>
</tr>
<tr>
<td>Tanzania and Uganda [37]</td>
<td>Consent must be a prerequisite to mHealth interventions</td>
<td>Image-based mHealth app</td>
<td>Not provided</td>
</tr>
<tr>
<td>Kenya [38]</td>
<td>Consent needed for different types of prevention of mother-to-child transmission information</td>
<td>SMS text messaging</td>
<td>Not provided</td>
</tr>
<tr>
<td><strong>Privacy and confidentiality</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Uganda [39-48]</td>
<td>Password/PIN&lt;sup&gt;a&lt;/sup&gt; protection</td>
<td>SMS text messaging, mobile job aid, mobile phone tool</td>
<td>Use of PIN and passwords offers protection of confidentiality. However, the mere presence of passwords may arouse suspicion by intimate partners and others</td>
</tr>
<tr>
<td>Kenya [38,49-53]</td>
<td>Phone theft, data breaches</td>
<td>Smartphone app</td>
<td>Not provided</td>
</tr>
<tr>
<td>Tanzania [16,18,54,55]</td>
<td>Phone sharing</td>
<td>Smartphone app</td>
<td>Not provided</td>
</tr>
<tr>
<td><strong>Data security and protection</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tanzania [56-58]</td>
<td>Data breaches, phone theft, access rights to protect client data</td>
<td>Smartphone app, mobile job aid, mobile app</td>
<td>mHealth interventions should have an eye toward maternal perception of data security, and with prior and ongoing consultation with community members. Locking phones with a password improves the ability of CHWs&lt;sup&gt;b&lt;/sup&gt; to maintain confidentiality of their clients’ information, particularly for women who did not want to disclose their use of family planning to their husband or other family members</td>
</tr>
<tr>
<td>Kenya [50,59]</td>
<td>Phone theft</td>
<td>SMS text messaging, smartphone ophthalmic exam</td>
<td>Not provided</td>
</tr>
<tr>
<td>Uganda [34,35]</td>
<td>Mobile phone numbers linked to national ID cards</td>
<td>Computer-assisted personal interviewing, interactive voice survey</td>
<td>Not provided</td>
</tr>
<tr>
<td><strong>Sociocultural</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tanzania [56,60]</td>
<td>Breach of pregnancy-related information</td>
<td>Mobile phone app</td>
<td>Support from male heads of household may be important in implementing successful mHealth interventions</td>
</tr>
<tr>
<td>Uganda [43]</td>
<td>Gender dynamics, delivery of interactive voice survey in voice of opposite sex</td>
<td>Interactive voice survey, SMS messaging</td>
<td>Preference of male or female voices for phone call interventions may vary based on the patient’s gender</td>
</tr>
<tr>
<td><strong>Regulatory/legal</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tanzania [56]</td>
<td>Data protection legislation</td>
<td>Mobile phone app</td>
<td>Data protection legislation is needed in regions where local dynamics are important when protecting individuals’ health data</td>
</tr>
<tr>
<td>Uganda [35]</td>
<td>National ethics guidelines</td>
<td>Interactive voice survey</td>
<td>Not provided</td>
</tr>
</tbody>
</table>

<sup>a</sup>mHealth: mobile health.  
<sup>b</sup>CDR: call detail record.
Ethical Concerns

Adequate Informed Consent

Five studies (15%) described adequate consent concerns pertaining to mHealth technology use. In Uganda, participants feared that computer-assisted personal interviews to collect maternal health data also involved audio recording of their responses. To address this concern, the researchers reiterated the need to ensure that participants clearly understand how the technology works and answer any questions during the consent process [34]. In addition, Mwaka and colleagues [35] echoed the importance of understanding consent requirements and how local cultural norms impact participation in mobile phone–based surveys.

In Kenya, researchers questioned the validity of informed consent when there are English words that have no direct equivalent translation in a native local dialect such as Kiswahili. For example, one study [36] found that more than half of the participants did not understand several translated words such as “videoconference,” “store and forward,” “digital photograph,” “wireless,” or “email” in either language. Thus, a combination of words was needed to explain telemedicine terms; nevertheless, the participants seemed to have a poor understanding, thereby threatening the validity of the consent process [36]. Jennings and colleagues [38] further pointed out the need to include a standardized technology orientation for prevention of mother-to-child transmission (PMTCT) to ensure adequate informed consent. The technology orientation should be applicable to all users regardless of their specific health condition.

Privacy and Confidentiality

Among the 33 included studies, 22 (67%) described privacy and confidentiality concerns regarding utilizing mHealth technology and mobile phone data. Specifically, two studies were not focused directly on end-user experiences regarding privacy and confidentiality, but highlighted the need for additional research on how mHealth technologies could improve patient privacy [61,62].

Four studies conducted in Uganda explored an SMS-based intervention to support care among people living with HIV/AIDS (PLWHA) and revealed mixed results. Some participants had no privacy concerns related to disclosure of their personal health–related information, including their HIV status [39-42]. For example, participants believed that using personal identification numbers or passwords increased protection of their individual data. End users completing health surveys using interactive voice response (IVR) technology in Uganda also indicated that their confidentiality was increased by using mobile phone–based surveys [43].

Moreover, there were increased privacy concerns in situations where the participants had not disclosed their HIV status to family members or friends, especially when a phone was shared. Three studies in Uganda described privacy and confidentiality concerns pertaining to the use of SMS-based reminders for medication adherence, fearing that they could result in unintended HIV status disclosure when messages are seen by others [44,45,54]. Similar privacy and confidentiality concerns were expressed among pregnant HIV-infected women in Kenya indicating opposition to receiving messages with HIV-related terms such as “infection” or “medication,” in fear that it would disclose their HIV status [49]. Additionally, perceptions of data privacy may differ between health care workers and patients. Two studies in Uganda focused on the impact of using mHealth interventions to improve care among PLWHA. The community health workers (CHWs) expressed concerns of threat to data confidentiality if the phone is stolen or multimedia capabilities are misused, while the participants perceived the smartphone to protect their confidentiality [46,47].

In Kenya, end users of mHealth technologies supporting PMTCT, antiretroviral therapy (ART) adherence, and family planning indicated that their personal privacy was protected while discussing sensitive health matters via call or text compared to face-to-face encounters [38,50-52]. Similarly, two other studies in Kenya [55] and Tanzania [53], respectively, found minimal confidentiality concerns among participants using a smartphone to support family planning services and HIV testing. Moreover, participants indicated that they were more likely to answer questions honestly using the mHealth intervention compared to speaking in person with a provider or attending a clinic [53,55].

Aggregated and anonymized CDR data may present minimal ethical and privacy concerns when compared to individual-level or other mobile phone data. Tatem and colleagues [18] analyzed aggregate-level CDRs in Tanzania to inform malaria elimination. The researchers did not explicitly explore privacy and confidentiality concerns, but they noted that aggregated and anonymized CDRs could support analysis without compromising the privacy of the mobile phone users. Wesolowski and colleagues [16] also used aggregated and anonymized mobile phone data in the form of CDRs combined with community health surveys in Kenya to study the impact of travel on the transmission dynamics of malaria. Again, the researchers did not examine privacy concerns directly, but pointed out privacy concerns as a potential barrier to the availability of CDR data for health research.

Data Security and Protection

Seven of the 33 studies (21%) described data security and protection concern among users. Two studies in Tanzania described mixed levels of data security and protection concerns between CHWs and their female clients during the use of mHealth interventions to improve the quality of maternal and family planning services [56,57]. CHWs had positive views when using smartphones to collect reproductive health data from their clients. They noted that using mobile technology improved data security and protection of clients’ privacy. However, some of the female clients expressed concerns about potential data breaches if personal information related to their pregnancy is stored on the smartphone and accidentally shared. In Kenya, a few data security and protection concerns were reported when researchers analyzed the perceptions of HIV-infected patients toward a mobile phone messaging intervention to support ART adherence [50]. In rural Uganda, Mercader and colleagues [34] assessed the acceptability of computer-assisted personal interviewing for maternal, newborn,
and child health surveys, and concluded that respondents perceived personal health data recorded on tablets as more secure than paper surveys.

In Uganda, the new requirement to link the National Identification Number (NIN) with one’s personal phone number is perceived as a threat to data privacy and security. Mwaka and colleagues [35] explored the views of 14 key stakeholders regarding the potential challenges for obtaining consent during implementation of mobile phone surveys for IVR-based noncommunicable disease research. Some key informants highlighted overlapping concerns regarding data security and privacy where the identity of the respondent can be traced through the linkage between the NIN and phone number. In Kenya, health care providers and stakeholders expressed data security and protection concerns in using a smartphone-based ophthalmic exam, recommending a secure data encryption system to protect personal data [59].

In Tanzania, Steiner and colleagues [58] reviewed four field applications of a mobile device deployed to support low-resource countries with data entry and project monitoring. The researchers created a data collection platform with user-defined access rights to ensure the data security and protection of clients [58]. During a 3-day workshop focused on addressing ethical issues of safety and privacy among mHealth developers and users in low-resource settings, the authors gathered solutions from 27 mHealth stakeholders from various geographical regions, including Uganda and Tanzania [37]. The stakeholders concluded that patient authorization and informed consent must remain prerequisites to mHealth interventions, specifically during the implementation and scale-up stages.

Sociocultural Issues
Three mHealth studies (9%) described concerns related to complex gender dynamics and sociocultural beliefs. In Tanzania, two studies revealed gender-based power imbalances among women and men. Female participants reported low mobile phone ownership and expressed concerns about spouses being suspicious that if a wife owned a phone, it may facilitate infidelity in the relationship [56,60]. In Uganda, female participants expressed sociocultural concerns pertaining to using mHealth interventions to support health. For example, some participants were reluctant to use IVR for health purposes because of community beliefs that there are “evil spirits” that could claim the life of the recipient if one received unknown calls. In addition, women participants were particularly apprehensive about IVR surveys being sent to their cell phones if they were being administered in a male voice; they feared that this would raise suspicion of cheating by their spouses and could spark domestic violence [43]. Phone sharing is particularly common in countries within Africa, thus creating another potential source of privacy breaches and sociocultural concerns.

Regulatory and Legal Issues
Two studies raised regulatory and legal concerns regarding using mHealth technology. These studies reflect the perspectives of the researchers governing the studies and the key stakeholders surveyed. In Tanzania, researchers concluded that the findings of their study on reproductive health provided impetus for stronger data protection legislation in regions such as rural Tanzania [56]. Protecting individuals’ health data is particularly important given the inherent sociocultural beliefs surrounding the secrecy of health information [56]. In Uganda, researchers indicated that the processes for mobile phone surveys should follow standard international regulatory guidelines for sharing personal information while also ensuring alignment with existing local laws and policies [35].

Discussion
Principal Findings
The aim of this scoping review was to synthesize the current state of evidence on the ethical, sociocultural, legal, and regulatory concerns related to the use of mHealth technologies and mobile phone data for public health research in the East Africa region. Our review builds on a growing body of work examining concerns with mHealth data security, privacy, and confidentiality [24]. To our knowledge, this is the first study to synthesize end-user and public health research concerns pertaining to mobile phone data use in the East Africa region. Five interrelated themes emerged as key concerns with the use of mobile phone data and mHealth interventions: adequate informed consent, privacy and confidentiality, data security and protection, sociocultural issues, and regulatory/legal issues. Of equal concern is the collection, use, and sharing of personal information such as CDRs to third parties without the notice or consent of consumers. Countries need to put in place legislation to protect the privacy and secure these personal data while facilitating their use for the good of the populations. In the future, these themes and others could inform the formulation of a framework for ethical regulatory policies using mHealth in the East African Community (EAC) region.

African countries have rapidly adopted the use of mobile technologies to support their daily needs such as social, economic, education, and travel needs, among many others. Specifically, the East African region shows a dominance in the adoption of mHealth programs to overcome some structural barriers in the health system [63]. Studies in high-income countries deploying mHealth interventions have revealed concerns mostly related to data privacy, security, storage, and transmission [64-66]. In contrast, most studies in the East African region highlight concerns about the potential disclosure of personal health information at the user interface, such as reading text messages. The pace of development and access to mobile technology could partly explain these differences in concerns between high- and low-income settings.

Sociocultural issues seem to influence the differential levels of positive and negative perceptions around data privacy and confidentiality concerns by gender and user group across the East African region (see Multimedia Appendix 2). For example, privacy and confidentiality concerns in Uganda and Tanzania highlighted gender norms and cultural beliefs that exist around secrecy about pregnancy and childbirth due to a fear of supernatural powers that could cause harm to the mother and unborn child. These beliefs could inhibit the willingness to share pregnancy-related personal information via the phone [67,68]. In addition, the issues of phone sharing due to limited mobile
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phone ownership among women could precipitate sociocultural tensions. For example, spousal conflicts and violence, especially directed toward female mHealth users, have been reported when women receive various forms of health support from male health care workers. Although mHealth interventions are beneficial, implementers must be mindful to anticipate the issues that may result from phone sharing in the cultural context of Africa [69].

mHealth data have the potential to enhance or jeopardize privacy. For example, the HIV-related stigma and discrimination among PLWH in Africa could be attenuated if disclosure of HIV status is kept confidential. The findings of this scoping review suggest that among PLWH mHealth interventions, supporting patient care should be accompanied by unique personal identification numbers or passwords to facilitate protection of privacy and confidentiality of HIV-related information. Several studies from Kenya and Uganda revealed that populations experienced difficulty in understanding the capability of mHealth interventions, which in turn raises questions about the informed consent process [34-36].

The lack of comprehensive ethical frameworks to guide the use of mHealth in public health research and practice remains a challenge across countries in the EAC region [70]. Very few studies included in this review explored the legal concerns of data use beyond pointing to the need for legal and regulatory policies for data protection and privacy of personal data. In 2018, MEASURE Evaluations published a report of guidelines developed for Kenya and Tanzania to help mHealth program managers and Ministry of Health officials systematically address mHealth data privacy and security issues [24]. The authors acknowledged that the guidelines were limited in scope, only serving as a building block that would allow stakeholders to be informed, and guide the teams responsible for developing and implementing responsible data practices, especially data security and privacy.

Legal regulation of personal health information within the EAC is not uniformly developed. The Republic of Uganda [33] and the Republic of Kenya [71] passed their data protection laws in 2019, whereas Rwanda passed a similar law in 2021 [72]. Tanzania currently has a draft data protection bill that has not yet passed into law, whereas Burundi does not have a law that specifically regulates personal data protection. Based on the experience of our health research team in Uganda, the new law is not yet operationalized into clear policy guidance, particularly in the context of public health research and practice. As such, we have encountered barriers to access CDR data from telecommunication companies even when we present written and signed consent from the cell phone owners. To the greatest extent possible, each nation needs to cooperate to set up regional mobile technology standards reflecting its local situations and government policy regulations [65]. The results of our scoping review serve to highlight concerns and gaps that must be addressed to create an enabling policy and regulatory environment for public health researchers. Additionally, public views on the use of CDRs in health research must also be explored.

Future Implications for Public-Private Partnerships

Our work has implications for public-private partnerships, given the potential mutual benefits from CDRs, a largely untapped emerging data type that is collected by telecommunication companies in the EAC region. First, the public and private sectors could share expert human capital financial and infrastructural resources to catalyze the growth of these entities within the region. For example, the public health research enterprise could quickly access a large quantity of rich data on spatial and temporal mobility patterns of the population, which are routinely collected but underutilized by telecommunication companies. This approach to collecting specific data would likely be far more efficient and cost-effective than traditional methods. Second, the private sector could gain new business insights about the populations they serve based on a range of geospatial or data-mining analyses and interpretations generated by public researchers and data scientists. In Africa, many lessons can be learned from major innovations in banking and agriculture that have already spawned from the extensive digital infrastructure. Lastly, we envision a unique opportunity for the public health and private sectors to engage jointly with regulatory policymakers to advance data governance policies for mutual benefit. It is important to note that this process will likely be dynamic given the rapidly evolving mobile technology landscape.

Limitations

This scoping review has some limitations. First, we acknowledge that we might have missed studies relevant to mHealth and ethical, legal, or privacy concerns in the East Africa region if they were published in electronic databases other than PubMed, in a language other than English, or outside of the period of our study. Second, studies published from Rwanda and Burundi may have been excluded from this review specifically because English was specified as the only language for articles that met other inclusion criteria. In this case, any published articles written in French could have been excluded; however, during our search, we did not identify any such articles in the initial screening. Overall, we believe that the majority of the public health research articles are accessible through PubMed. Therefore, we do not expect that our findings and conclusions were significantly influenced by any papers we might have missed.

Conclusions

This scoping review identified major cross-cutting ethical, regulatory, and sociocultural concerns related to use of data from mobile technologies in the East African region. A comprehensive framework that accounts for ethical, sociocultural, legal, and regulatory concerns in the cultural context of the EAC region is needed to guide the safe use of mobile technology data for public health research purposes.
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Abstract

Background: Over 30% of university students from 8 countries were afflicted with mental distress according to a World Health Organization survey. Undergraduate students in increasing numbers in China have also been reported to suffer from different mental problems. Various psychological distresses significantly impact their academic and daily life, thereby causing role impairments and unsatisfactory academic achievements. While the prevalence of, diverse underlying factors for, and interventions of social support in college students’ mental health have extensively been investigated in China, there is no study exclusively focusing on the impact of interventions on their psychological well-being.

Objective: The aim of this review was to identify and synthesize the interventions in the mental health concerns of Chinese undergraduate students studying in China reported in the literature to inform educational authorities, college and university management, students’ affairs counselors, and mental health providers.

Methods: We performed a systematic review and reported the research findings of previous studies according to the protocol of the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) 2020 statement. First, based on the predefined search strategy, keyword searches were performed in the PubMed and ProQuest databases to retrieve relevant studies. Subsequently, we screened the candidate articles based on predefined inclusion and exclusion criteria. Finally, we analyzed the included papers for qualitative synthesis.

Results: We retrieved a total of 675 studies from the PubMed and ProQuest databases using the search strategy on March 15, 2022. Among these candidate studies, 15 that were not written in English, 76 duplicates, and 149 studies of other document types were removed before screening. An additional 313 studies were excluded in the screening process, with 73 articles ruled out for being not relevant to interventions, not related to mental health, or not focused on undergraduate students in the full-text review. As a result, 49 papers were eligible and included in this systematic review. In the qualitative synthesis, we divided the interventions reported in the selected studies into two categories: (1) social support from government authorities, university authorities, students’ affairs counselors, and mental health providers, and (2) various coping strategies adopted by undergraduate students themselves. We identified further research on mental health interventions that may be delivered by digital medical platforms, conversational agents (eg, chatbots), and researchers.

Conclusions: This was the first systematic review of interventions to address the mental health concerns of Chinese undergraduate students studying in China. The categorization of reported interventions and the identification of new intervention channels can...
systematic review; intervention; mental health; depression; anxiety; stress; Chinese undergraduate students

Introduction

Background

Over 30% of university students from 8 countries were afflicted with mental distress according to a World Health Organization survey [1]. Undergraduate students in increasing numbers in China have also been reported to suffer from different mental problems [2], including depression, compulsion, anxiety, and interpersonal sensitivity [3-6]. Students experienced different degrees of depressive symptoms in different parts of China, with an incidence of 9.7% in Eastern and Western China, 11.7% in Harbin, 11.8% in Wuhan, 16.8% in Anhui, and 32.82% in Western Liaoning [7-11]. Transitioning from adolescence to adulthood while leaving home to attend colleges requires facing many challenges independently [12], which causes an increase in symptoms of depression, anxiety, and stress [13-15]. Various psychological distresses significantly impact the academic and daily lives of students, thereby causing role impairments and unsatisfactory academic achievements [16-18].

Given the prevalence of mental disorders in 28.4% of Chinese college students [19], studies have been performed to identify the various underlying contributing factors such as interpersonal relationships [6]; multiple factors from individuals, families, schools, and society [12]; gender and income [20,21]; academic stress and load, financial difficulty, departure from home, unstable family, and bullying on campus [3,4,22,23]; personal behaviors and social settings [24]; and lack of physical activities [25]. Pinpointing these factors contributing to college students’ mental distress facilitates developing effective mental health interventions to reduce potential adverse impacts on their psychological well-being. Mental health promotion and prevention are needed to improve the mental health condition of college students who are especially vulnerable to pressure and other mental health issues [26], which will contribute to their overall well-being [27]. While the prevalence of, diverse underlying factors for, and interventions of social support in college students’ mental health have been extensively investigated in China, there is no study exclusively addressing the interventions for their mental health concerns.

Interventions in the Literature

Social support has proven to be one of the most critical and effective interventions to mitigate mental health risks imposed on college students [28-30]. Social support is a form of mutual communication and connection network, including emotional support, instrumental support, and informational support [31]. Such support has been strongly associated with mental health among college students [32]. When obtaining robust social support from friends, family, and teachers, university students had better mental health to sustain themselves against crises and stress [32]. Social support was proven to moderate the relationship between stress and depression [33]. High levels of social support could buffer mental health concerns [34].

Various therapies are also effective mental health interventions. Several therapies have showed effects on par with those of pharmacological treatment [35], including psychotherapy [36], interpersonal therapy [37], problem-solving therapy [38], supportive therapy [39], psychoeducation [40], and exercise/physical activity [41].

Universities have traditionally been providing mental health services in clinical settings, such as face-to-face individual or group-based consultations [42]. However, the available resources of many universities are too limited to support comprehensive approaches to students’ mental health, and students are frequently unwilling to visit traditionally structured student counseling centers for help [42,43]. Therefore, it is necessary to identify effective mental health interventions that can be delivered to students in virtual settings and cover the spectrum of interventions from prevention to treatment [44].

Mowbray et al [44] developed internet-based interventions that were designed to promote mental health help-seeking, including a mental health literacy/destigmatization intervention, a feedback intervention, and a help-seeking list intervention. Web-based depression and anxiety interventions have been confirmed to be effective for treating common mental disorders [45,46].

Objective

The aim of this review was to identify and synthesize the interventions addressing the mental health concerns of Chinese undergraduate students studying in China reported in the literature. The synthesized interventions are expected to inform stakeholders, including educational authorities, college and university management, students’ affairs counselors, and mental health providers.

Methods

Study Design

To analyze and synthesize the interventions focused on the mental health of Chinese undergraduate students studying in China, we performed a systematic review and reported the research findings according to the protocol of the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) 2020 statement [47]. We applied keyword searches to retrieve publications related to this research topic in two databases (PubMed and ProQuest), and screened the candidate articles based on the predefined inclusion and exclusion criteria. Finally, we analyzed the included papers for qualitative synthesis.
Search Strategy

We searched the PubMed and ProQuest databases to identify relevant studies. Based on the studies mentioned in the Introduction, we defined undergraduates’ mental health concerns as issues related to depression, anxiety, stress, and disorder. Drawing on these keywords, we designed the following search strategy for this review: ((college student [Title/Abstract]) OR (university student [Title/Abstract]) OR (student [Title/Abstract])) AND ((digit* [Title/Abstract]) OR (online [Title/Abstract]) AND ((mental health [Title/Abstract]) OR (mental disorder [Title/Abstract]) OR (depression* [Title/Abstract]) OR (anxiety [Title/Abstract]) OR (disorder [Title/Abstract]) OR (stress [Title/Abstract])) AND (intervention) AND ((Chinese) OR (non-English) OR (Chinese-speaking)). Considering that many relevant articles were not published in peer-reviewed journals, we considered both peer-reviewed and non-peer-reviewed articles in this systematic review. We did not impose any restrictions on the publication date of the candidate articles to retrieve all papers related to this topic. On March 15, 2022, we retrieved the candidate studies from the PubMed and ProQuest databases using the above search strategy. The keywords of the strategy were searched in the titles and abstracts of the candidate articles.

Study Selection Criteria

Papers that were not written in English were excluded because translation of the articles was not feasible or reliable. Additionally, we only included journal articles and excluded other article types (eg, review papers, letters, reports, and editorials).

This systematic review focused on the interventions in the mental health of Chinese undergraduate students in China. Therefore, the following criteria had to be satisfied in the selection of eligible papers: (1) the target population is undergraduate students; (2) the undergraduate students are Chinese who study in colleges and universities in China; and (3) the candidate articles need to be related to interventions for undergraduate students’ mental health or mental disorder problems, including depression, anxiety, and stress. Articles that were focused on undergraduate students’ mental health or mental disorder problems but involved no interventions, and those focused on interventions addressing the mental health or mental disorder problems of Chinese undergraduate students studying in countries other than China were excluded from this review.

Screening and Article Selection

We used Microsoft Excel to collect and manage the data of the candidate papers, including author, year of publication, country, target population (participants), study design/method, interventions, and limitations. The screening of the eligible studies was performed in the following two steps. First, two reviewers (YS and YC) reviewed the titles and abstracts of the candidate articles, excluding those that were not related to interventions addressing the mental health concerns of Chinese undergraduate students studying in China. Papers whose eligibility was unclear were retained for the full-text review. Second, six reviewers (YS, YC, XQ, RL, XW, and TL) reviewed the full texts of the remaining articles independently. Any controversies were resolved through discussing and consulting with two additional authors (MJ and WX) to make final decisions at the panel meeting of all members of the research team.

Data Extraction

We extracted data in light of our research objective to collect key information from eligible articles. The data extraction was performed by six researchers (YS, YC, XQ, RL, XW, and TL) independently, and reviewed and cross-checked by two researchers (MJ and WX). Any discrepancies were addressed through a consensus discussion at the panel meeting of all members of the research team.

Data Analysis and Synthesis

It was not feasible to conduct a meta-analysis owing to the expected variety of study designs, mental health interventions, and study limitations. As such, a descriptive analysis was carried out to summarize the data extracted from the included papers.

Results

Search Results

We retrieved a total of 675 studies from the PubMed and ProQuest databases using the search strategy. Among these candidate studies, 15 that were not written in English, 76 duplicates, and 149 studies of other document types were removed before screening. An additional 313 studies were excluded in the screening process, with 73 articles ruled out for being not relevant to interventions, not related to mental health, or not including undergraduate students in the full-text review. As a result, 49 papers were deemed to be eligible and included in this systematic review. The PRISMA flowchart of the screening and reviewing processes is provided in Figure 1.
Characteristics of Included Studies

The following items of the extracted data were obtained: publication information (name of authors, country, and publication year), target population (participants), study design (research methods), interventions, and limitations. Table S1 in Multimedia Appendix 1 describes these characteristics of the 49 included studies.

Interventions in the mental health of Chinese undergraduate students studying in China have only recently attracted scholarly attention, as evidenced by the fact that all 49 included studies [2,12,26,48-93] were published between 2020 and 2022, including 11 (22%) published in 2020, 33 (67%) published in 2021, and 2 (4%) published in 2022. This indicates the worsening mental health condition of this particular population in recent years, especially in the context of the repeated resurgences of the COVID-19 pandemic, which increased the stress of college students and exposed them to new frustrating stressors that caused various mental health concerns [2]. Given college students’ high stress and anxiety levels during the COVID-19 pandemic [88], 35 (71%) of the 49 studies [2,12,48,50,51,53-55,57,59,62,64,65,67,69,91,93] investigated the COVID-19–induced mental health concerns of Chinese undergraduate students and proposed specific interventions in response to the severity of the psychological impact of COVID-19 [87].

The included studies were primarily conducted as cross-sectional surveys via online questionnaires. The main limitation of these studies is that self-reported online questionnaires are likely to result in a certain degree of recall bias and response bias due to the stigma attached to mental health conditions.

Undergraduates’ Mental Health Concerns

In the 49 included studies, we identified the following forms of mental health concerns: depression, anxiety, stress, interpersonal sensitivity, fear, distress, psychological disorders, self-harm/suicidal, insomnia, obsessive interpersonal sensitivity, trauma, negative emotions, and insecurity.

Categorization of Mental Health Interventions

Overview

The interventions proposed in the included studies can be divided into two broad categories: social support and coping strategies. Social support was provided by government authorities [49,52-54,56,62,68,72,84,86-88]; university authorities [12,48,50,51,53-55,57,59,62,64,65,67,69,91,93]; students’ affairs counselors and teachers [54,75,83-85,87,93]; family members [52,54,57,83,94]; health care authorities and professionals [52,63,66,75,77-79,87]; researchers [70,85]; and media-, internet-, and smartphone-based interventions [26,53,55,56,60,71,73,75,77,80,81]. Positive coping strategies were adopted by undergraduate students themselves [52,82,83,85,86,89,92,93]. In addition, negative coping strategies were also reported in a few studies [52,59,74,75,89]. All of the interventions are listed in Table 1.
Table 1. Interventions reported in the 49 included studies.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Interventions, conclusions, and recommendations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Huang et al [2]</td>
<td>Active coping strategies helped improve their psychological well-being; family support was particularly important for maintaining mental health and ameliorating mental health challenges in this major health crisis; suitable psychointervention, routine screening for risk behaviors, and provision of further social support are needed for undergraduate students in the COVID-19 pandemic or other emergency public health events</td>
</tr>
<tr>
<td>Lei et al [12]</td>
<td>Universities should develop a care culture and environment that supports the life adjustment of college students, promotes cultural and sports activities, and facilitates the expansion of social networks; mental health education and psychological counseling services should be strengthened, including hotlines offering timely help to address students’ urgent needs; early detection and effective management of mental health problems can effectively reduce serious mental health disorders</td>
</tr>
<tr>
<td>Mak et al [26]</td>
<td>Internet-based cognitive behavioral and mindfulness training programs are effective, which can be easily incorporated into existing service provision portfolios that promote mental health and reduce psychological distress to ultimately promote mental health among college students and young working adults</td>
</tr>
<tr>
<td>Yu et al [48]</td>
<td>Screening for ACEs, and strength-based, trauma-informed interventions on fostering resilience are needed to promote mental well-being among Chinese young adults</td>
</tr>
<tr>
<td>Zhang et al [49]</td>
<td>In practical interventions, authorities (eg, governments and universities) should first focus on improving efficacy appraisal by providing psychological support to gain the trust of college students so that they believe in and comply with scientific prevention and control measures. By inviting psychiatrists to deliver lectures, authorities can reasonably and effectively enhance the public information of COVID-19–related knowledge and scientific prevention and control measures.</td>
</tr>
<tr>
<td>Shen et al [50]</td>
<td>It is important to address ADHD symptoms among students with anxiety; it is of importance to screen medical students for anxiety disorders to better promote the mental health and well-being of this population and better prevent suicidal behaviors</td>
</tr>
<tr>
<td>Sze et al [51]</td>
<td>Given its associations with negative emotions and other aspects of health, screening and management of EE may improve multiple areas of health and well-being</td>
</tr>
<tr>
<td>Zhao and Zhou [52]</td>
<td>It is critical for policymakers, public health agencies, parents, psychologists, and health care staff to remain sensitive to the potential negative consequences of ubiquitous social media exposure; the general public, especially those who have been directly or indirectly traumatized by COVID-19, could be advised to avoid excessive social media use and learn effective emotion regulation strategies (eg, reappraisal) to reduce negative emotions induced by news coverage</td>
</tr>
<tr>
<td>Yu et al [53]</td>
<td>The government can open free psychological hotline consultations to help college students solve their psychological problems; the media should release correct information in a timely manner and prevent the spread of rumors; universities can actively organize health education activities and encourage college students to arrange their time reasonably and take the initiative to find a suitable way to relieve stress during home quarantine</td>
</tr>
<tr>
<td>Li and Peng [54]</td>
<td>Adopting positive coping strategies may enhance social support that in turn relieves anxiety. The effect of social support, especially family and counselor support, can decrease anxiety in coping with the COVID-19 pandemic cognitively and behaviorally. Policymakers and school administrators should encourage meaningful communication between family members and activate effective counseling services to maintain positive mental health</td>
</tr>
<tr>
<td>Wang et al [55]</td>
<td>Reducing SNS addiction and mental problems by conducting interventions using cognitive behavioral approaches; screening for and addressing excessive SNS use are needed to prevent SNS addiction and mental distress among young people</td>
</tr>
<tr>
<td>Sit et al [56]</td>
<td>Evidence-based digital mental health interventions</td>
</tr>
<tr>
<td>Liang et al [57]</td>
<td>University campuses should develop and implement effective screening procedures to closely monitor students’ exposure to stressors and mental health status; psychological intervention programs should be designed to address fear and fully utilize psychological assistance hotlines to help college students better adjust themselves; performing psychological help-seeking intervention, strengthening the dissemination of mental health knowledge, and improving the level of mental health perception are effective ways to improve help-seeking attitudes and increase the probability that college students will seek psychological help</td>
</tr>
<tr>
<td>Nurunnabiet al [58]</td>
<td>University authorities should be aware of students’ coping strategies. In particular, students who live without parents or relatives should be taken care of properly during the outbreak. To help students cope with the mental pressure, university authorities may consider arranging or organizing programs such as an online experience-sharing competition, and encourage students by offering rewards or financial aids. Required food and health care materials should be supplied to ensure the students’ safety</td>
</tr>
<tr>
<td>Wu et al [59]</td>
<td>Sleep hygiene, mobile phone and internet use hygiene, mental health education courses, professional psychological counseling, and other interventions should be considered and implemented. Appropriate interventions that target problematic smartphone use could potentially reduce anxiety and depression levels, which will in turn provide a buffer against the negative impact of poor sleep quality on eating disorder symptoms</td>
</tr>
<tr>
<td>Chen et al [60]</td>
<td>Web-based intervention for subclinical depression (MoodBox) informed by evidence-based psychological interventions, including CBT, IPT, and mindfulness meditation</td>
</tr>
<tr>
<td>Yu et al [61]</td>
<td>Various cognitive, behavioral, and psychosocial responses to COVID-19 showed both direct and indirect effects (via mental distress due to COVID-19) on depression. Thus, interventions to improve such multidimensional factors might reduce mental distress during the initial COVID-19 outbreak period</td>
</tr>
</tbody>
</table>
### Interventions, Conclusions, and Recommendations

<table>
<thead>
<tr>
<th>Reference</th>
<th>Interventions, Conclusions, and Recommendations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zhang et al [62]</td>
<td>Relevant education and psychological counseling to parents during the outbreak to help them understand their children’s mental state, with universities providing psychological counseling and psychological interventions to students, focusing on college students who are most severely affected by the epidemic</td>
</tr>
<tr>
<td>Li et al [63]</td>
<td>Recommends providing long-term psychological services for students; the results could help health care professionals identify college students at high risk of mental health problems so that appropriate interventions can be targeted against them</td>
</tr>
<tr>
<td>Tang et al [64]</td>
<td>Recommends providing psychological interventions for quarantined college students to help them reduce fear and improve sleep duration. Universities need to consider planning acute and long-term psychological services for more vulnerable students, graduates, and students living in the most severely affected areas</td>
</tr>
<tr>
<td>Zhou et al [65]</td>
<td>One week of positive mental imagery training can help to improve negative emotions and anxiety in depression; further exploration of this training program is suggested</td>
</tr>
<tr>
<td>Shen et al [66]</td>
<td>Providing mental health care and counseling services to students of high-risk groups in medical schools; the early diagnosis and treatment of ADHD may have a suicide prevention effect</td>
</tr>
<tr>
<td>Li et al [67]</td>
<td>Parents strengthen communication with their children and provide psychological support to their children. Universities carry out relevant online mental health courses and implement psychological intervention measures to improve students’ psychological adaptability</td>
</tr>
<tr>
<td>Yang et al [68]</td>
<td>The government, school administrators, and society strengthen operability research to provide coping strategies, implement psychological interventions, and conduct relevant training</td>
</tr>
<tr>
<td>Liu et al [69]</td>
<td>Universities should adopt a web-based PPI to improve the mental health of college students</td>
</tr>
<tr>
<td>Carciofo [70]</td>
<td>Longitudinal studies of these variables may establish causal relationships and may inform interventions to treat psychological distress and disorders</td>
</tr>
<tr>
<td>Yen et al [71]</td>
<td>Depressed college students have less hostility after entering the internet, suggesting that the internet as a useful medium to provide treatment for people with depression</td>
</tr>
<tr>
<td>Zheng et al [72]</td>
<td>Recommends adequate social support and long-term targeted psychological interventions for college students. More serious mental health problems seen among fourth-year students, proposing to specifically increase their employment opportunities and develop mental health rehabilitation programs</td>
</tr>
<tr>
<td>Song et al [73]</td>
<td>Online or smartphone-based psychoeducation and psychological interventions that will also reduce the risk of virus transmission by foregoing face-to-face therapy</td>
</tr>
<tr>
<td>Tao et al [74]</td>
<td>Unsupervised, self-initiated interventions against mental and sleep disorders of students can lead to more disastrous outcomes</td>
</tr>
<tr>
<td>Jia et al [75]</td>
<td>Public health education from health authorities in various governments is needed for dissemination of the importance of preventive measures during COVID-19. Psychological health services should be implemented to alleviate the adverse effects of this pandemic under national social distancing. Psychological interventions could also be carried out through online platforms under national social distancing during COVID-19. Teachers should also pay attention to strengthening the dissemination of COVID-19 knowledge and preventive measures to reduce the level of anxiety and depression in the student population</td>
</tr>
<tr>
<td>Dun et al [76]</td>
<td>Interventions to decrease sedentary time and improve mental health may be warranted to mitigate weight gain during the lockdown period and reverse the weight gain in youth after the COVID-19 pandemic</td>
</tr>
<tr>
<td>Yu et al [77]</td>
<td>Grief counseling and online sacramental ceremonies should be implemented for this group to prevent negative emotional difficulties; mindfulness meditation and CBT can reduce students’ anxiety and depression</td>
</tr>
<tr>
<td>Pan and Zhuang [78]</td>
<td>Integration of cognitive behavioral intervention and adventure training in a class setting might be an effective and feasible approach for the mental health counseling of university students</td>
</tr>
<tr>
<td>Auyeung and Mo [79]</td>
<td>PPI</td>
</tr>
<tr>
<td>Zhao et al [80]</td>
<td>Mediating effect of online social support was stronger among college students with lower perceived social support than those with higher perceived social support</td>
</tr>
<tr>
<td>Xin et al [81]</td>
<td>Online brief interventions need to be made available, including screening of mental distress, counseling hotlines, emotional regulation and coping skills, and promotion of positive psychology</td>
</tr>
<tr>
<td>Liang et al [82]</td>
<td>Compared to meeting no guidelines, meeting the sleep guideline (alone or in combination with other guidelines) was associated with significantly lower levels of depression and anxiety; meeting both SB and MVPA guidelines was also associated with a significantly lower level of depression. Hence, meeting more guidelines, especially adhering to a healthy sleep routine, may play an important role in promoting the mental health of young adults</td>
</tr>
<tr>
<td>Sun et al [83]</td>
<td>Perceived available peer support negatively contributed to depressive symptoms. Both negative and positive indicators of emotional well-being mediated the association between perceived available peer support and depressive symptoms, and advanced the practical needs for preventive efforts and accessible care to support the psychological and emotional needs of young people during the COVID-19 pandemic</td>
</tr>
<tr>
<td>Reference</td>
<td>Interventions, conclusions, and recommendations</td>
</tr>
<tr>
<td>-----------</td>
<td>------------------------------------------------</td>
</tr>
<tr>
<td>Li et al [84]</td>
<td>Over 50% of the participants had obvious fear and anxiety symptoms at 61.64% and 58.39%, respectively. Conformity (49.49%), invulnerability (26.11%), insensitivity (21.49%), and rebelliousness (12.41%) symptoms also appeared. Senior students experienced more anxiety than freshmen. Psychological symptoms (except for insensitivity) had no significant difference with respect to gender, residence, and annual household income in one-way analysis of variance.</td>
</tr>
<tr>
<td>Zhu et al [85]</td>
<td>Association between mental health and emotion regulation, which will help direct a psychological intervention that relieves these issues during the pandemic.</td>
</tr>
<tr>
<td>Zhuo et al [86]</td>
<td>Back-to-school students who are certain and uncertain that COVID-19 will rebound again were significantly more anxious and depressed than those with optimistic attitudes. Government departments should pay high attention to the mental health problems evoked by intolerance of uncertainty (IU). Social support as a moderator could buffer the relationship between IU and mental health, including anxiety and depression during unpredictedly uncertain times.</td>
</tr>
<tr>
<td>Li et al [87]</td>
<td>Mental health services reducing PTSD should be provided; students who have lost loved ones and suffered family financial loss should be given particular care.</td>
</tr>
<tr>
<td>Zhan et al [88]</td>
<td>Education departments should attach great importance to the mental health of college students, and it is necessary to provide precise psychological interventions for groups experiencing greater pressure levels and marked anxiety and depression.</td>
</tr>
<tr>
<td>Ding et al [89]</td>
<td>Three coping styles were all significantly correlated with psychological distress in Chinese college students during the early stage of the COVID-19 pandemic. Adaptive emotion-focused coping was negatively associated with perceived stress and psychological distress. Emotion-focused coping was positively associated with perceived stress and distress. Individuals who use specific reactive emotion-focused coping strategies more often, such as focusing on emotions, denial, seeking emotional social support, and disengaging, experience more stress.</td>
</tr>
<tr>
<td>Zhou et al [90]</td>
<td>Intercultural cooperation should be promoted to develop a cross-culturally valid concept of stigma against psychological help that could be used as the basis for intercultural comparison and developing interventions to reduce stigma.</td>
</tr>
<tr>
<td>Liang et al [91]</td>
<td>Guiding postgraduate students to correctly understand their mental health status and individual differences in mental tolerance, and encouraging postgraduate students to seek help if they experience psychological problems so as to help them adjust their goals and plans according to reality, and avoid the development of other problems such as PTSD; establishing an early warning system for the mental health of postgraduate students during the pandemic and improve online and offline psychological counseling service systems; considering the characteristics and situation of different postgraduate groups for postgraduate student management to develop targeted mental health education programs and adopting objective measures, so as to improve postgraduate mental health and nurture both physical and mental health to facilitate China’s modernization; developing and maintaining conditions to improve the communication between postgraduate students and advisors during the pandemic and create a new postgraduate guidance mode to relieve the psychological problems of postgraduate students.</td>
</tr>
<tr>
<td>Wen et al [92]</td>
<td>Enhancing positive self-beliefs such as hope and self-efficacy helps to buffer the effects of insecurity on stress. Physical and psychological exercises that enhance hope can be effective interventions to help university students buffer the impacts of insecurity and alleviate stress during the outbreak. Improving positive self-beliefs can help to relieve the pressure of university students during the outbreak. University students can improve their self-efficacy by participating in movement-based courses, including Pilates and Tai Chi, so as to improve their positive mood and relieve stress. They can also effectively improve their hope levels by setting personal goals and conducting goal-pursuit exercises, which can also contribute to the reduction of insecurity and stress.</td>
</tr>
<tr>
<td>Lin et al [93]</td>
<td>Dental schools and educators promote stress-coping strategies and modify teaching curricula to reduce students’ stress. Stress management efforts such as time management, encouragement from advisors, and regular exercise are recommended.</td>
</tr>
</tbody>
</table>

ACE: adverse childhood experience.
ADHD: attention deficit and hyperactivity disorder.
EE: emotional eating.
SNS: social networking site.
CBT: cognitive behavioral therapy.
IPT: interpersonal psychotherapy.
PPI: positive psychology intervention.
SB: sedentary behavior.
MVPA: moderate-to-vigorous physical activity.
PTSD: posttraumatic stress disorder.

**Social Support**

**Main Categories**

In the 49 included studies, we identified various types of social support from government authorities; university authorities; students’ affairs counselors and teachers; family members; health care authorities and professionals; researchers; and the media-, internet-, and smartphone-based interventions.

**Government Authorities**

Governments need to join hands with school administrators and various social parties to strengthen feasibility research to offer coping strategies, perform psychological interventions, and conduct relevant training [68]. Specifically, government...
authorities at all levels need to (1) specially improve efficacy appraisal through providing psychological backup for undergraduate students, by inviting psychiatrists to deliver relevant lectures [49]; (2) offer free psychological counseling via hotlines to help undergraduate students solve their psychological problems [53]; (3) develop interventions to improve undergraduate students’ various cognitive, behavioral, and psychosocial responses to public health emergencies such as COVID-19 [61]; (4) provide parents with relevant education and psychological counseling to help them understand their children’s mental state [62]; (5) advocate adequate social support and long-term targeted psychological intervention to provide more employment opportunities and develop mental health rehabilitation programs for the fourth-year undergraduate students who suffered more mental problems [72,84]; (6) pay special attention to mental health concerns induced by intolerance of uncertainty [86]; and (7) particularly care for students who have lost loved ones and experienced family financial losses [87].

Policymakers and public health agencies need to (1) be sensitive to the potential adverse effects of omnipresent exposure to social media [52] and (2) encourage effective communication among family members and activate effective psychological counseling services [54].

Education departments ought to provide precise psychological interventions for those suffering greater pressure and marked anxiety and depression among undergraduate students [88].

University Authorities

Previous studies proposed university authorities to make the following interventions in undergraduate students’ mental health concerns, including (1) developing a caring culture and ambience, which backs up undergraduate students to make life adjustments, promoting cultural and sports activities, facilitating the expansion of social networks, strengthening mental health education and counseling (eg, hotlines providing timely help for those in urgent need), early detection and effectively managing mental health concerns [12]; (2) screening for adverse childhood experiences and providing strength-based, trauma-informed interventions on fostering resilience [48]; (3) screening for anxiety disorders [50,57]; (4) screening and managing of emotional eating [51]; (5) organizing health education activities, and encouraging undergraduate students to arrange their time reasonably and find a proper approach to alleviate stress [53]; (6) encouraging timely, effective communication between family members [54]; (7) conducting interventions using cognitive behavioral approaches and screening for and addressing excessive social networking service use [55]; (8) developing psychological help-seeking interventions, strengthening the dissemination of mental health knowledge, and improving the level of mental health perception to improve help-seeking attitudes and increase the probability of seeking psychological help [57]; (9) being aware of undergraduate students’ coping strategies, organizing programs such as an online experience-sharing competition, encouraging students by offering rewards or financial aids, and supplying necessary food and health care materials [58]; (10) implementing various interventions such as sleep hygiene, mobile phone and internet use hygiene, mental health education courses, and professional psychological counseling [59,62,64,67,91]; (11) providing positive mental imagery training [65]; (12) offering relevant online mental health courses [67]; (13) adopting a web-based positive psychology intervention [69]; (14) establishing an early warning system for mental health concerns, guiding students to correctly understand their mental health status and individual differences in mental tolerance while encouraging them to seek help if necessary, developing targeted mental health education programs, and creating a new guidance mode to improve the communication between students and counselors [91]; and (15) promoting stress-coping strategies [93].

Students’ Affairs Counselors and Teachers

Student counselors need to assume the responsibilities to provide support and positive coping strategies [54,93] along with psychological health services [75,85], in particular accessible care [83] for senior students who experienced more anxiety [84] and students who have lost loved ones and suffered family financial loss [87], emotion regulation guidance [85], and encouragement [93]. Teachers should pay close attention to disseminating COVID-19 knowledge and preventive measures [75], and modify teaching curricula [93] to reduce undergraduate students’ academic pressure in the face of public health emergencies and natural disasters.

Family Members

One study argued that the role of family support in maintaining undergraduate students’ mental health must be emphasized [94]. We found 4 studies reporting interventions delivered by family members. Family support can effectively decrease anxiety cognitively and behaviorally [54]. Therefore, parents need to strengthen communication with their children and provide psychological support for them [57], provide accessible care to support the psychological and emotional needs of their children [83], and maintain sensitivity to the potential negative consequences on their children brought about by ubiquitous social media coverage [52].

Health Care Authorities and Professionals

Health care professionals should identify, diagnose, and treat undergraduate students at high risk of mental health concerns early so that proper interventions, including long-term psychological services, can be tailored for them [63,66]. Grief counseling, mindfulness meditation, and cognitive behavioral therapy are recommended to reduce students’ anxiety and depression [77], along with positive psychological intervention [79], and authorities should remain sensitive to the potential negative consequences of ubiquitous social media exposure [52].

Health authorities should provide public health education, implement psychological health services online and offline [75], integrate cognitive behavioral intervention and adventure training in a class setting [78], and offer mental health services reducing posttraumatic stress disorder [87].

Researchers

Researchers need to conduct longitudinal studies of morning affect, evenness, and amplitude distinctness to establish
causal relationships between these factors and negative emotionality, and thus inform interventions to treat psychological distress and disorders [70]. They should also study the association between mental health and emotion regulation to help direct psychological interventions [85].

**Media-, Internet-, and Smartphone-Based Interventions**

Evidence-based digital mental health interventions were found to be useful in improving mental health concerns [56,60], because depressed undergraduate students became less hostile when logging onto the internet, suggesting the internet as a useful medium to provide treatment for people with depression [71]. In the context of face-to-face intervention delivery hindered by the COVID-19 pandemic, internet-delivered interventions such as internet-delivered cognitive behavioral therapy can be considered to address effects of social networking service addiction on the mental health status of Chinese university students [55]. It is effective to use internet-based cognitive behavioral and mindfulness training programs, which can easily be integrated into existing service provision portfolios that promote mental health and reduce psychological distress to promote the mental health of undergraduate students [26].

Online brief interventions need to be made available, including screening of mental distress, counseling hotlines, emotional regulation and coping skills, and promotion of positive psychology [60,73,75,81], whose mediating effects were proven to be stronger among undergraduate students with lower perceived social support [80]. Online sacramental ceremonies should be implemented to prevent negative emotional difficulties [77]. The media need to release correct information in a timely manner and curb the spread of rumors [53], which may aggravate the mental health concerns of psychologically vulnerable undergraduate students.

**Coping Strategies**

A recent study mentioned positive coping strategies as intervention measures to help improve college students’ psychological well-being [2]. Some of the 49 included studies reported positive coping strategies, including regulating emotions effectively [52,85]; meeting the sleep, sedentary behavior, and moderate-to-vigorous physical activity guidelines [82]; developing optimistic attitudes [86]; adopting problem-focused and adaptive emotion-focused coping [89]; enhancing positive self-beliefs (eg, hope and self-efficacy) and physical and psychological exercises [92]; and managing stress through time management and regular exercise [93]. Moreover, undergraduate students need to provide mutual peer support and accessible care, because perceived peer support and care alleviated depressive symptoms and met young people’s psychological and emotional needs [83]. All of these positive coping strategies were proven to be effective in promoting undergraduate students’ mental health [82].

However, negative coping should be avoided, which can lead to more disastrous consequences [75]. The reported negative coping strategies include excessive use of social media, which can be counteracted with emotion regulation (eg, reappraisal) to reduce negative emotions induced by news coverage [52]; problematic smartphone use [59]; unsupervised, self-initiated intervention [74]; and maladaptive emotion-focused coping [89].

**Discussion**

**Principal Findings**

The great uncertainty about the pandemic, the abrupt transition to and participation in online classes, and the COVID-19–related impacts on life all frequently contributed to the increased stress and anxiety of undergraduate students [95-97], in addition to their inability to tackle problems concerning interpersonal relationships, academic challenges, and career development due to the lack of life and social experience [98,99]. Therefore, 35 (71%) of the 49 included studies that investigated Chinese undergraduates’ mental health concerns induced more or less by the COVID-19 pandemic. The proposed interventions to counteract the severe psychological influence of the pandemic were synthesized into two broad categories: social support and coping strategies. Social support has proven to be an effective protective factor for mental health in previous studies [100-103]. Social support means providing practical help, emotional backup, and information assistance by those around individuals in mental distress [104]. Social support was found to be negatively correlated with adverse mental health outcomes (anxiety, depression, and insomnia), which were aggravated by COVID-19–induced intolerance of uncertainty [86]. Social support also served as a moderator buffering the relationship between intolerance of uncertainty and mental health, including anxiety and depression [86].

Coping strategies have proven to be effective protective factors for mental health in previous studies [100-103]. All of these interventions are crucially important in the context of the COVID-19 pandemic and other future public health crises or natural disasters, which can cause long-term mental disorders in various populations [99]. Therefore, the effective mental health interventions in the forms of various social support and coping strategies reported in the 49 included studies can surely shed light on the interventions in undergraduate students’ mental health issues.

Moreover, we identified some mental health interventions that were not reported in the included studies but are potentially effective and robust, including those delivered by digital medical platforms, conversational agents (eg, chatbots), and researchers.

**Digital Medical Platforms**

Two of the most popular digital medical platforms, haodaifu (“The Good Doctor”) and zuoshouyisheng (“The Left-handed Doctor”), in China were not recommended in the selected studies. These two platforms, among others, should proactively be advocated as effective mental health interventions for undergraduate students, especially given the widely acknowledged stigma attached to mental health concerns [50]. In saving undergraduate students’ face and protecting their privacy, digital medical platforms should be popularized among undergraduate students and the general public. Internet-based interventions have been confirmed to be effective for treating common mental disorders [44-46].
Conversational Agents

The chatbot, as the most popular type of conversational agent, simulates human conversations to provide medical and health care interventions. These human-like, empathetic chatbots are capable of monitoring people’s health [105]. Chatbots and conversational agents display many advantages unmatched by other health consultation alternatives, such as easing the overburdened contact centers and decreasing health risks caused through personal contact [106], providing the only possible solution to catering to the unprecedented demand for health-related information given the lack of professional human agents [107,108], providing timely services at any time [109], ensuring consistent quality services [110], and avoiding moral judgment of user information [111]. Chatbots need to be recommended as an effective mental health intervention tool to undergraduate students, who can try an app on zuoshouyisheng that is equipped with the chatbot function.

Researchers

Only two of the included studies mentioned the role of researchers [70,85]. In fact, researchers can effectively intervene in undergraduate students’ mental health by synthesizing interventions proposed in previous studies and by reporting novel intervention strategies. These synthesized and novel interventions can inform various stakeholders, including educational authorities, college and university management, students’ affairs counselors, and mental health providers. Although playing a role of indirect intervention, their part should never be overlooked.

Comparison With Previous Work

In this review, we synthesized the interventions for addressing Chinese undergraduates’ mental health concerns into two categories of social support and coping strategies, confirming the findings of these two effective protective factors for mental health highlighted in previous studies [100-103]. Social support from family members, friends, colleagues, relatives, and neighbors [104], and from educational authorities, college and university management, students’ affairs counselors, and mental health providers proposed in many of the 49 included studies can deliver critical and effective interventions, mitigating mental health risks imposed on college students [28-30], sustaining them against crises and stress [32], moderating the relationship between stress and depression [33], and buffering mental health concerns [34]. Previous studies showed that younger adults and people with greater social strain but less social support suffer worse mental health, and that perceived social support impacts the overall depression outcome and the recovery from affective disorders [104,112-114]. The importance of various forms of social support can never be overemphasized in the interventions in Chinese undergraduates’ mental health concerns.

Eight of the 49 included studies reported positive coping strategies [52,82,83,85,86,89,92,93], which effectively improved undergraduates’ mental health conditions. Four of the 49 publications proposed negative coping strategies [52,59,74,75,89], which may cause disastrous consequences. Coping strategies refer to the thoughts and behaviors used by individuals to manage the internal and external demands of stressful events [115]. Although various forms of social support turned out to play an essential role in mitigating Chinese undergraduates’ mental health concerns, these stakeholders’ own coping strategies are more essential. When people face challenging or intricate negative events, the coping style they adopt, be it positive or negative, is crucially important, which will influence their psychosocial outcomes and especially their mental health [115]. People adopting positive coping strategies were afflicted with less emotional distress, whereas those adopting negative coping strategies suffered more emotional distress [116].

Eleven of the 49 included studies described evidence-based internet-delivered digital mental health interventions such as internet-based cognitive behavioral and mindfulness training programs, online brief interventions, online sacramental ceremonies, internet-delivered cognitive behavioral therapy, and others [26,53,55,56,60,71,73,75,77,80,81]. These reported internet- or technology-based interventions can easily be incorporated into existing mental health service provision portfolios. The internet is likely to be an ideal channel to provide promising interventions for students in tertiary education [43,117]. Web-based depression and anxiety interventions were proven effective in treating common mental disorders [45,46]. An internet-based intervention complex, comprising a mental health literacy/destigmatization intervention, a feedback intervention, and a help-seeking list intervention, was proposed by Mowbray et al [44] to promote mental health help-seeking, improve mental health–related knowledge, and decrease the stigma attached to mental health concerns. Online interventions have the potential to fulfill a function in decreasing the depression and anxiety prevalence in the target populations [44]. According to a very recent Canadian study, organizations have been expanding the use of virtual care and digital mental health interventions such as web-based programs, apps, and websites [118]. This is a prevalent trend worldwide. The rapid shift from the use of traditional interventions to the use of digital mental health services and interventions [119] can inform stakeholders of the necessity to adopt digital interventions to support undergraduates’ mental health.

The quality and accessibility of mental health can be improved through mobile apps [120]. Chatbots are one of the main mobile apps for mental health [121]. Chatbots were used to deliver psychological service for medical professionals and the public in China [122,123]. However, none of the 49 included studies proposed chatbot-delivered interventions in undergraduates’ mental health issues. Chatbots have been pervasively used in the field of mental health [121], contributing to addressing the shortage of mental health care [124]. They promise to be an ideal tool that delivers interventions to people suffering from mental health concerns, especially those reluctant to seek mental health advice due to stigmatization. Stakeholders concerned about Chinese undergraduates’ mental health should adopt and popularize this new technology.

Limitations

This review had several limitations. First, we merely searched two databases (PubMed and ProQuest) for eligible publications. Therefore, there are possibly articles left uncovered in this
review. In further research, we will consider more databases, including Embase, CINAHL, PsycInfo, ACM Digital Library, and others. Second, some principal findings may have a low generalizability, considering that most interventions were only reported in only one or two selected articles. Third, we did not compare the findings of this review with other systematic reviews, as this review was the first of its kind.

Conclusions
Considering that colleges and universities in China have reported unprecedented numbers of students in psychological distress in recent years [2], we performed the first systematic review of interventions addressing the mental health concerns of Chinese undergraduate students studying in China. We found that it is necessary to review this topic systematically, considering the deteriorating mental health of Chinese undergraduate students, especially in the context of COVID-19 resurgences. We divided all the interventions reported in the selected studies into two categories: (1) social support from government authorities, university authorities, students’ affairs counselors and teachers, family members, health care authorities and professionals, and the media (various online platforms), and (2) various coping strategies adopted by undergraduate students themselves. We identified further research on mental health interventions through digital medical platforms, conversational agents (eg, chatbots), and researchers. These interventions combined can provide important implications for practical interventions in the mental health concerns of college students. The intervention in undergraduate students’ mental health concerns is a research topic worth further investigation.
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Abstract

Background: Degenerative cervical myelopathy (DCM) is a common, disabling condition of symptomatic cervical spinal cord compression that requires significant research advances to improve patient outcomes. A James Lind Alliance Partnership recently identified the top research priorities for DCM. To effectively address these priorities, appropriate funding of DCM research is essential.

Objective: The aim of this paper is to review current funding in DCM research and highlight future research funding opportunities.

Methods: A systematic search of Web of Science for “cervical AND myelopathy” was conducted. Papers exclusively studying DCM with declared funding and published between January 1, 1995, and March 21, 2020, were considered eligible. Funding sources were classified by country of origin and organization type. A grant search was also conducted using Dimensions.ai (Digital Science Ltd).

Results: A total of 621 papers were included, with 300 unique funding bodies. The top funders were AO Spine (n=87); National Institutes of Health, USA (n=63); and National Natural Science Foundation, China (n=63). Funding sources in the USA (n=242) supported the most DCM research, followed by China (n=209) and Japan (n=116). Funding in the USA was primarily provided by corporate or nonprofit organizations (146/242, 60.3%), while in China, the majority of funding was from institutions (208/209, 99.5%). Dimensions.ai gives an estimate for the total declared grant funding awards for DCM-specific research. Data here showed 180 grants awarded specifically for DCM research, with a total value of US $45.6 million since 1996.

Conclusions: DCM funding appears to be predominantly from the USA, China, and Japan, aligning with areas of high DCM research activity and underpinning the importance of funding to increasing research capacity. The existing funding sources differ from medical research in general, representing opportunities for future investment in DCM.


KEYWORDS

cervical cord; myelopathy; spondylosis; stenosis; disc herniation; ossification posterior longitudinal ligament; degeneration; research funding; systematic review; spinal cord; patient and public involvement
**Introduction**

Degenerative cervical myelopathy (DCM), often previously referred to as cervical spondylotic myelopathy, is a progressive, slow motion, spinal cord injury caused by degenerative changes that lead to narrowing of the spinal canal [1]. It is the most common nontraumatic cause of spinal cord impairment [2], with recent estimates suggesting that as many as 1 in 50 adults could be affected in their lifetime [3,4].

DCM can cause a range of symptoms, including loss of manual dexterity, imbalance and falls, and incontinence and pain [1]. The mainstay of treatment is decompressive surgery [5]. Although this has been demonstrated to offer the most meaningful benefit, recovery is rarely complete and most people are left with life-long disabilities [1,6]. In a recent comparison of quality of life in chronic disease, people with DCM were found to have one of the lowest 36-Item Short Form Survey (SF-36) scores of any chronic disease [6]. Research leading to improved outcomes is urgently required.

To formally address this problem, a consensus initiative was established to improve research efficiency in DCM. AO Spine Research Objectives and Common Data Elements for DCM (RECODE-DCM) is an international, multistakeholder partnership between surgeons, health care professionals, and patients [7]. A National Institute for Health Research (NIHR) James Lind Alliance priority setting partnership established the top 10 DCM research priorities, including raising awareness, developing new treatments and diagnostic tools, and acquiring a better understanding of pathophysiology [8].

To enable these questions to be addressed, research funding targeting these priorities is urgently needed. The main aim of this study is to characterize the funding of existing DCM research and identify potential future funding organizations. Within this, our objectives are as follows: to characterize which countries, organizations, and type of organizations fund the majority of DCM research and to provide an overview of the estimated total grant funding in DCM.

**Methods**

To characterize the funding of existing DCM research, we used 2 methods. The first was most closely aligned with a scoping review and involved formulating a research question, identifying relevant studies, and further categorizing and analyzing the results as is standard in a scoping review methodology [9].

**Identifying the Research Question**

The aim of this study was to characterize the funding of existing DCM research. Although reviews may normally examine the results of individual papers, our search was focused on extracting the funding information of papers and focusing only on whether the article was on DCM.

To estimate the number of funders in DCM research, we attempted to extract funding details from literature databases. Of the existing medical literature databases, the only database allowing extraction of funding details is Web of Science [10,11].

**Identifying Relevant Studies**

There are many different terms used for DCM around the world [12]. Therefore, to ensure the search was comprehensive, the search terms “cervical AND myelopathy” were used. All papers from January 1, 1995, to March 21, 2020, were eligible for inclusion. These were then filtered by the presence of funder details to exclude entries without explicit funding sources.

**Study Selection**

The search output was uploaded to Rayyan, a systematic review web platform [13]. Titles and abstracts were then screened independently by 2 authors (JQT and HB). The inclusion criteria for literature were the following: all languages, primary research and systematic or narrative reviews, preclinical and clinical studies, and DCM-related spinal conditions. Meanwhile, the exclusion criteria were the following: corrections, letters, editorials, commentaries, proposals, technical notes, and conference papers; myelopathy not caused by DCM; cervical spinal surgery not specific to DCM; radiculopathy only; and thoracic or lumbar myelopathy. Any conflicts or undecided papers were resolved by discussion between JQT and HB until consensus was reached.

**Estimating DCM Grants Using Dimensions.ai**

To supplement our study, we undertook an additional search. Using a grant-searching function on Dimensions.ai (Digital Science Ltd), we gathered funding information from 1996 to the present day using keywords for DCM [14]. Dimensions.ai is a platform that can be used to search grants awarded for specific research. Dimensions.ai provides information on the research title and abstract, investigator, funding amount, and over what period the research is expected to be completed. However, it does not include information regarding whether an author has been supported by a general scholarship and undertaken research in a given area, nor does it give information if a grant awarded for another project coincidentally funded research in another field. It therefore gives an overview of estimated value for total grant funding awards specifically requested for DCM research alone.

The grant information we gathered included the total number of grants on Dimensions.ai, total grant funding, average grant awarded, and date and amount of earliest grant shown on Dimensions.ai.

As DCM has only recently been proposed as an umbrella term [12], a search was completed using the following DCM-related terms: “degenerative cervical myelopathy,” “cervical spondylotic myelopathy,” “ossification posterior longitudinal ligament,” “ossification ligamentum flavum,” “cervical myelopathy,” “cervical,” and “myelopathy” [15,16]. The search results were then screened manually to identify those specific to DCM. Any irrelevant research was excluded.

**Charting the Results**

Typical paper-specific information that could be recorded in a scoping review (such as aims, methodology, and results) was not necessary to answer our question on the sources of funding for DCM research. As the aim was to examine the funding
landscape of DCM research, more information regarding the characteristics of funding organizations was required.

Collating and Summarizing the Results
The total number of papers with a funding body was recorded. These funding bodies were then ordered with regard to how many papers they supported. The funding bodies were further delineated into their country of origin and the type of sector.

Funders were classified by country of origin by 2 authors (JQT and HB). Identifying countries associated with each funder required criteria to classify a funder: the funding body had to be a university, national funding body, provincial or state funding body, or organization or company; the funding body needed to have headquarters in a specific country; and the funding body could not have a country of origin that was unclear.

Some organizations are international without specific association with any particular country and were labeled as such, for example AO Spine. AO Spine is a global organization with headquarters in Switzerland. It is funded by the AO Foundation, with funding distributed globally. It was therefore felt to be best defined as an organization without a specific country of origin. Entries that did not satisfy the criteria were labeled as “unclear.”

To further investigate funders, we classified them into 2 categories: institutional and corporate/charitable. The corporate/charitable group was further classified into for-profit and not-for-profit organizations.

Funders were classified as institutional if they were any of the following: a regional or central governmental funding body, a university, a research institution, or a hospital associated with a university or research institution.

Alternatively, they were classified as corporate/charitable if they were any of the following: a charitable or not-for profit organization or a for-profit organization or corporation.

The number of institutional organizations compared to corporate/charitable organizations was compared on a global and country level. If the funder did not satisfy either set of criteria or if it was unclear which category they would fit into, they were labeled “unclear.”

Data Analysis
Data cleaning and visualization was conducted using Python [17-19].

Results
Study Selection
Of the 6757 papers returned from Web of Science, 621 papers acknowledged funding and survived passed application of our inclusion and exclusion criteria (Figure 1).

We identified 300 unique funding bodies that supported DCM research (Table 1). Many research papers had more than 1 funding body: there were a total of 920 references of funding from 300 unique funders.

Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flow diagram.
Table 1. Top 10 funding organizations for health research (annual figure, 2013) and DCM-specific research funding.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Top 10 funding organizations for all health research expenditure, millions(^a)</th>
<th>Top 10 funders for DCM(^b)-specific research by research output, number of papers</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>National Institutes of Health, 26,081.3</td>
<td>AO Spine, 87</td>
</tr>
<tr>
<td>2</td>
<td>European Commission, 3717.7</td>
<td>National Institutes of Health, 63</td>
</tr>
<tr>
<td>3</td>
<td>UK Medical Research Council, 1321.5</td>
<td>National Natural Science Foundation of China, 63</td>
</tr>
<tr>
<td>4</td>
<td>Institut national de la santé et de la recherche médicale, 1041.2</td>
<td>Ministry of Health, Labour and Welfare Japan, 47</td>
</tr>
<tr>
<td>5</td>
<td>United States Department of Defense, 1017.7</td>
<td>Ministry of Education, Culture, Sports, Science and Technology Japan, 25</td>
</tr>
<tr>
<td>6</td>
<td>Wellcome Trust, 909.1</td>
<td>DePuy Synthes, 22</td>
</tr>
<tr>
<td>7</td>
<td>Canadian Institutes of Health Research, 883.6</td>
<td>Cervical Spine Research Society, 18</td>
</tr>
<tr>
<td>8</td>
<td>Australian National Health and Medical Research Council, 777.6</td>
<td>DeZwirek Family Foundation, 18</td>
</tr>
<tr>
<td>9</td>
<td>Howard Hughes Medical Institute, 752.0</td>
<td>Gerald and Tootsie Halbert Chair in Neural Repair and Regeneration, 18</td>
</tr>
<tr>
<td>10</td>
<td>Deutsche Forschungsgemeinschaft/German Research Foundation, 630.6</td>
<td>National Research Foundation of Korea, 16</td>
</tr>
</tbody>
</table>

\(^a\) In US dollars.

\(^b\) DCM: degenerative cervical myelopathy.

Top Funders for DCM Research
The 300 funding bodies were then ordered according to the number of papers they supported. Table 1 shows this data for the top 10 DCM-specific funding organizations by research output and compares it to the top 10 funding organizations for general health research.

Funded DCM Research by Country
DCM research funding had a global distribution (Figure 2). The top 3 countries for number of funded DCM papers were the United States, China, and Japan, followed by Canada and the United Kingdom (Table 2 and Table 3). There were 112 papers without a specific country of origin, including 87 funded by AO Spine.

Figure 2. World heat map of degenerative cervical myelopathy funding sources. This map excludes funders that were not clearly associated with a specific country. The greater the number of funders of degenerative cervical myelopathy research, the hotter the colour of the country.
Table 2. Top 10 funding countries for health research and DCM-specific research funding.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Top 10 countries for research and development expenditure as a percentage of that country’s GDP</th>
<th>Top 10 countries for DCM-specific research funding, number of papers</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Israel, 4.95</td>
<td>USA, 242</td>
</tr>
<tr>
<td>2</td>
<td>South Korea, 4.81</td>
<td>China, 209</td>
</tr>
<tr>
<td>3</td>
<td>Switzerland, 3.37</td>
<td>Japan, 116</td>
</tr>
<tr>
<td>4</td>
<td>Sweden, 3.34</td>
<td>Canada, 69</td>
</tr>
<tr>
<td>5</td>
<td>Japan, 3.26</td>
<td>United Kingdom, 38</td>
</tr>
<tr>
<td>6</td>
<td>Austria, 3.17</td>
<td>South Korea, 37</td>
</tr>
<tr>
<td>7</td>
<td>Germany, 3.09</td>
<td>Hong Kong, 18</td>
</tr>
<tr>
<td>8</td>
<td>Denmark, 3.06</td>
<td>Germany, 11</td>
</tr>
<tr>
<td>9</td>
<td>United States, 2.84</td>
<td>Switzerland, 8</td>
</tr>
<tr>
<td>10</td>
<td>Belgium, 2.82</td>
<td>Ireland, 7</td>
</tr>
</tbody>
</table>

aTotal values not available.

bGDP: gross domestic product.

cDCM: degenerative cervical myelopathy.

Table 3. Top 10 countries by number of DCM papers that received research funding. The minimum percentage of papers from each country that was supported by research funding is estimated with reference to the total number DCM papers published during this time period from each country [20]. Raw data were requested directly from the author.

<table>
<thead>
<tr>
<th>Country</th>
<th>Number of papers supported by funding as the percentage of total DCM papers from the country, n/N (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>United States</td>
<td>242/314 (77.1)</td>
</tr>
<tr>
<td>China</td>
<td>209/409 (51.1)</td>
</tr>
<tr>
<td>Japan</td>
<td>116/633 (18.3)</td>
</tr>
<tr>
<td>Canada</td>
<td>69/136 (50.7)</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>38/60 (63.3)</td>
</tr>
<tr>
<td>South Korea</td>
<td>37/122 (30.3)</td>
</tr>
<tr>
<td>Hong Kong</td>
<td>18b</td>
</tr>
<tr>
<td>Germany</td>
<td>11/82 (13.4)</td>
</tr>
<tr>
<td>Switzerland</td>
<td>8/17 (47.0)</td>
</tr>
<tr>
<td>Ireland</td>
<td>7/9 (77.8)</td>
</tr>
</tbody>
</table>

aDCM: degenerative cervical myelopathy.
bFull data unavailable.

Funder Sectors
In total, 598/920 (65%) funding sources were institutional, 318/920 (34.6%) were a corporate/charitable source, and 4/920 (0.4%) were unclear. Of the 318 corporate/charitable sources, 229/318 (72%) were not-for-profit or charitable organizations, and 89/318 (28%) were for-profit corporations. Many funders supported more than 1 paper. The proportion of research funding from institutional and corporate or charitable funders varied across countries (Figure 3). China was the country with the greatest number of papers funded by institutional sources (n=208), followed by Japan (n=96) and the United States (n=96; Table 4). The United States was the country with the greatest number of papers funded by corporate or charitable funders (n=146), followed by Japan (n=20) and the United Kingdom (n=14).
Figure 3. Breakdown of funded papers in the top 10 countries. DCM: degenerative cervical myelopathy.

![Bar chart showing the breakdown of funded papers in the top 10 countries.](image)

Table 4. Top 5 countries for papers supported by institutional and corporate/charitable funders.

<table>
<thead>
<tr>
<th>Funder by country</th>
<th>Portion supported by funder, n/N (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Institutional funders</strong></td>
<td></td>
</tr>
<tr>
<td>China</td>
<td>208/209 (99.5)</td>
</tr>
<tr>
<td>Japan</td>
<td>96/116 (82.8)</td>
</tr>
<tr>
<td>United States</td>
<td>96/242 (39.7)</td>
</tr>
<tr>
<td>Canada</td>
<td>58/69 (84.1)</td>
</tr>
<tr>
<td>South Korea</td>
<td>36/37 (97.3)</td>
</tr>
<tr>
<td><strong>Corporate/charitable funders</strong></td>
<td></td>
</tr>
<tr>
<td>United States</td>
<td>146/242 (60.3)</td>
</tr>
<tr>
<td>Japan</td>
<td>20/116 (17.2)</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>14/38 (36.8)</td>
</tr>
<tr>
<td>Canada</td>
<td>11/69 (15.9)</td>
</tr>
<tr>
<td>Germany</td>
<td>5/11 (45.5)</td>
</tr>
</tbody>
</table>

Grant Funding Awards

The second part of the results relate to the search on Dimensions.ai. A total of US $45.6 million in grant funding for DCM papers was identified in Dimensions.ai (Table 5). Different results were obtained using variations of the search terms, including differing numbers of grants and a different percentage of grants that were manually verified to be DCM-specific.
Discussion

Principal Results

Our study identified 300 unique funding bodies for DCM research. A total of 621 papers acknowledged funding, largely provided by 4 organizations. These, aside from AO Spine, are associated with Japan, China, and the USA. Funding bodies originate from the corporate, charitable, and institutional sectors, but these are distributed unequally across different countries, and research is primarily supported by institutional bodies (598/920, 65%). Our Dimensions.ai research showed a minimum of US $45.6 million dollars of grant funding awards specifically for DCM from 1974 to 2020.

DCM Research Has Relied On a Small Number of Funders

Viergever and Hendriks [21] identified the top 10 funders for health research globally. They identified the US National Institutes of Health (NIH) as the largest funder of all, but many other leading providers were unrepresented in our DCM review, such as the European Commission, UK Medical Research Council, and the Wellcome Trust, the largest philanthropic funding body for health research [21]. Furthermore, only 5 out of 10 countries in our list of the top 10 countries that support DCM research were included in the top 10 of the World Bank’s 2018 analysis of research and development research expenditure as a percentage of gross domestic product [22]. These countries include the USA, Japan, South Korea, Germany, and Switzerland. Interestingly, while Israel spent the most on research and development per gross domestic product, our analysis did not identify any funding bodies from Israel. Taken together, this suggests many unused funders and identifies opportunities for DCM research.

Corporate and Charity Sectors Are Underrepresented in DCM

DCM research has relied on institutional organizations, constituting 598 (64.1%) of the listed 920 reported funding sources. Although there are exceptions [11], this contrasts research funding as a whole, which is estimated to be 60% corporate, 30% institutional, and 10% from non-profit organizations [23]. For DCM, the corporate or non-profit sectors remain a challenge. The existing corporate sector for DCM is focused on medical devices and may not be best placed to support the full breadth of research priorities identified by AO Spine RECODE-DCM. For example, DePuy Synthes (a subsidiary of the Johnson & Johnson family of companies) funded 22/621 (3.5%) papers and are solely an orthopedic and neurosurgical device company [24].

Furthermore, while AO Spine has been a notable supporter, DCM does not have a specific funding organization comparable to ones like the Motor Neurone Disease Association or the Multiple Sclerosis Society [25,26]. Charitable organizations are not just significant research funders: they are essential for advocacy. In the United Kingdom for example, the charitable sector contributes £1.6 billion (US $1.7 billion) to medical research [27] and also acts as a lobby group [28]. With Myelopathy.org, DCM now has a dedicated charitable organization, with medical research funding being among its charitable aims [29].

Stakeholders in AO Spine RECODE-DCM have been cognizant of these challenges, which is reflected in the raising of awareness being established as the leading research priority and with understanding the disease burden and socioeconomic impact being among the other priorities.

Begum et al [11], however, demonstrated that burden of disease has been a relatively unimportant driver of research investment or activity. In an analysis of research funding by the US NIH, disease burden correlated poorly with research investment [30]. Instead, funding decisions may be more significantly informed by political influences, public interest, and transmissibility risk [31]. In oncological research, there is a relative paucity of research output for certain cancers, such as lung, esophageal, and pancreatic cancers, despite their increasing burden and poor prognosis [32]. This reinforces the importance of raising awareness for DCM to facilitate funding for research.

Comparison to Prior Work

In a comparison of these results to a study capturing all DCM papers published in the past 25 years [20], our data suggests that at least 27.46% (621/2261) of DCM research has specific funding.

The location of funding aligns with the location of DCM research output, which has been dominated by the USA, China, Japan, and Canada over the past 20 years [33,34]. This was expected and in keeping with other global health care research investment [10]. It highlights the importance of securing investment to accelerate advances in research outcomes. This is, therefore, now a critical part of ensuring that the aims of the AO Spine RECODE-DCM research priorities are met.
The Global Context

We identified a lack of DCM research funding originating in many low-and-middle-income countries (LMICs), including no funding from the entire African continent. This is common to many health care fields [23]. Yusuf et al [35] identified potential causes of lack of neuroscience research in Africa, among which insufficient funding was one. This is notable for 2 reasons. First, DCM is a global problem [1,36]. Spinal cord disorders such as DCM will increase with a globally aging population, and the prevalence and mortality of spinal disorders, particularly the cervical spine, are increasing in LMICs [37]. Second, from a funding perspective, there is increasing investment in health care research and development in LMICs [38]. Notable examples include organizations such as the NIH [39], NIHR [40], and Canadian Institutes of Health Research (CIHR) [41], as well as philanthropic organizations, such as the Bill and Melinda Gates Foundation. Although much funding is targeted for specific priorities or diseases, much is also investigator-led. The driving force and overall aims behind this increased global investment is multifaceted [42-44] but nevertheless represents an opportunity for DCM.

Maximizing Investment and Future Directions

Despite relatively little investment, DCM research has made significant progress, with the number of published papers increasing year on year and many conducted without research funding [33]. This has contributed to many advances in DCM research [45]. This also highlights the fact that investment and research activity may not always be a linear relationship. For example, in a review of global research activity within esophageal cancer, it was identified that the USA published relatively little compared to their overall research expenditures, while Japan published relatively more [10].

This calls for reduced system inefficiencies to maximize the return of research investment [46], for example, by ensuring research aligns with community needs [47] and is conducted in a robust and transparent manner [48,49] such that its findings can be effectively used. Addressing inefficiencies is the aim of AO Spine RECODE-DCM [50-54]. In addition to setting research priorities, it has agreed to a standardized definition and name for the condition and for a minimum data set to be measured in all research studies [7,52,53,55].

Limitations

There were some limitations to this review. First, information on the funding of DCM research was extracted from the funding metadata in a single research paper database and the acknowledgement sections of published articles therein. Lack of funding information in other common databases prohibited their use. Nonetheless, a database of research funding grants was searched in parallel and the data considered together [56,57]. Although this approach was innovative, systematic, and able to identify a significant amount of data, it is unlikely to have been comprehensive, thus representing a minimum estimate of funding. Research on funding is a largely unexplored area, and the systems in place to document funding sources and tools to support interrogating these systems remain limited and inconsistent.

Second, the funding of published research papers is only a surrogate for research investment [58,59]: it does not quantify the specific amount or role of funding, nor does it account for unpublished research. Moreover, the discrepancies we identified in the results of similar search terms in Dimensions.ai highlights the inconsistency in terminology in this field. However, using papers gives the general overview that our study aims to provide and is a useful and pragmatic way to understand how research is broadly supported.

Third, we categorized funders into institutional, corporate, or charitable groups. However, this may be too simplistic. In reality, organizations are complex and interconnected, with institutions receiving charitable funding [60] and charities receiving corporate backing [28]. Despite this, our study does give a broad understanding over how DCM research is supported by these sectors.

Finally, we note that our review contained studies mainly in English, 1 in German, but none in Chinese. The contribution of Chinese-language papers to global research is significant; Xie and Freeman [61] attribute 37% of global citations in scientific articles to China, compared to our 34% of papers with a Chinese funding origin.

Chinese language papers were not explicitly excluded by our review, but none were identified in the results. We note that Web of Science, our required platform due to its unique ability to extract funding information, searches a relatively small population of Chinese-language papers [61]. There may be a population of DCM papers with a funder originating in China and written in Chinese which has not been included in this study. Although we might have underestimated the total contribution of Chinese funding to DCM research, we still show a substantial contribution. Thus, our study provides as useful, pragmatic, and comprehensive snapshot as is currently feasible.

Conclusions

This is the first review to attempt a global synthesis of the funding landscape of global DCM research, which highlights opportunities for future DCM research. AO Spine has been the leading funder of DCM research, while on a country-specific basis, DCM research has predominantly been funded by the USA, China, and Japan. As this aligns with areas of high research output, it reaffirms the importance of research investment for accelerating advances in DCM. The paucity of investment from major funding organizations and countries with leading research and development expenditure, alongside the increasing investment in global health research, represents opportunities for DCM.
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Abstract

Background: There is still room for improvement in the modified LEMON (look, evaluate, Mallampati, obstruction, neck mobility) criteria for difficult airway prediction and no prediction tool for first-pass success in the emergency department (ED).

Objective: We applied modern machine learning approaches to predict difficult airways and first-pass success.

Methods: In a multicenter prospective study that enrolled consecutive patients who underwent tracheal intubation in 13 EDs, we developed 7 machine learning models (eg, random forest model) using routinely collected data (eg, demographics, initial airway assessment). The outcomes were difficult airway and first-pass success. Model performance was evaluated using c-statistics, calibration slopes, and association measures (eg, sensitivity) in the test set (randomly selected 20% of the data). Their performance was compared with the modified LEMON criteria for difficult airway success and a logistic regression model for first-pass success.

Results: Of 10,741 patients who underwent intubation, 543 patients (5.1%) had a difficult airway, and 7690 patients (71.6%) had first-pass success. In predicting a difficult airway, machine learning models—except for k-point nearest neighbor and multilayer perceptron—had higher discrimination ability than the modified LEMON criteria (all, \( P \leq 0.001 \)). For example, the ensemble method had the highest c-statistic (0.74 vs 0.62 with the modified LEMON criteria; \( P < 0.001 \)). Machine learning models—except k-point nearest neighbor and random forest models—had higher discrimination ability for first-pass success. In particular, the ensemble model had the highest c-statistic (0.81 vs 0.76 with the reference regression; \( P < 0.001 \)).

Conclusions: Machine learning models demonstrated greater ability for predicting difficult airway and first-pass success in the ED.
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intubation; machine learning; difficult airway; first-pass success

**Introduction**

In the emergency department (ED), achieving successful tracheal intubation at the initial attempt (ie, first-pass success) is essential [1]. The literature has shown that repeated intubation attempts are associated with a higher rate of adverse events [2-4]. However, recent studies have also reported first-pass success rates of 74%-84% in the ED [5,6], suggesting that there are still occasions where repeated intubation attempts are required. To improve ED airway management, the development of effective risk stratification and prediction tools is instrumental.

A widely used prediction tool for difficult airway is the modified LEMON (look, evaluate, Mallampati, obstruction, neck mobility) criteria [7], which has been validated [8]. Although the criteria have good prediction ability (eg, sensitivity 86%, specificity 48% for direct laryngoscope) [8], there remains room for improvement. Besides, no prediction tool accurately predicts first-pass success (or failure) in the ED. The recent advent of machine learning approaches has enabled clinicians and researchers to accurately predict various diseases and conditions, such as sepsis [9], acute asthma [10], and ED triage [11,12]. Compared with conventional prediction tools and regression approaches, modern machine learning approaches have several advantages, such as incorporating high-order, nonlinear interactions between predictors and mitigating overfitting [13].

Despite the clinical and research importance, no study has yet applied modern machine learning approaches to predict a difficult airway in advance of preparing for airway management or to predict first-pass success once the intubation strategy has been determined in the ED.

To address this significant knowledge gap in the literature, using data from a prospective, multicenter study of ED airway management, we aimed to develop machine learning models that accurately predict difficult airway and first-pass success and to compare their performance with conventional approaches.

**Methods**

**Study Design, Setting, and Participants**

This study analyzes data from a multicenter, prospective study of emergency airway management—the second Japanese Emergency Airway Network (JEAN-2) study. The details of the study design, setting, participants, methods of data measurement, and definitions of variables have been reported elsewhere [14]. In brief, the JEAN-2 study is a consortium of 13 academic and community EDs, including 10 level I and 3 level II equivalent trauma centers. These EDs are located in different geographic regions across Japan. The median ED census is 29,000 patients per year (range of 16,000 to 67,000 annual visits). These ED are affiliated with an emergency medicine residency training program. Attending physicians or resident physicians who are under the supervision of the attending physician perform intubations. In this observational study, patients were managed at the discretion of treating physicians. The institutional review board at each participating center approved the waiver of informed consent before data collection. This study used data from consecutive (both children and adults) patients who underwent ED management at one of the participating EDs from January 1, 2010 through December 31, 2018. Patients who underwent surgical intubations at the first attempt were excluded.

**Outcomes**

The outcomes of interest were difficult airway and first-pass success. According to the American Society of Anesthesiologists (ASA) guidelines, a difficult airway was defined as multiple intubation attempts by emergency physicians or anesthesiologists according to the ASA guidelines [15]. First-pass success was defined as intubation success at the initial attempt of each encounter [16]. Intubation success was defined as the proper placement of a tracheal tube through the vocal cord, confirmed by the use of quotative or end-tidal CO₂ monitoring [17]. An intubation attempt was defined as a single insertion of the laryngoscope past the teeth [18].

**Predictors of Machine Learning Models**

To develop machine learning models for the difficult airway outcome, we used the following variables that are routinely obtained in advance of the actual intubation attempt: patient demographics (age, sex, estimated height and body weight, BMI), components of the modified LEMON criteria, pre-intubation vital signs (pulse rate, systolic blood pressure, respiratory rate, oxygen saturation), and Glasgow coma scale. To develop models that predict the first-pass success outcome (once the intubation strategy has been determined), we used all available intubation-related information—in addition to the aforementioned predictors—such as type of day (weekend/weekday), medications, intubation methods, intubation devices, intubator’s post-graduate year, and intubator’s specialty.

**Statistical Analysis**

Summary statistics were used to describe the characteristics of patients and airway management. After performing imputations for missing continuous variables (most predictors had <10% missingness; Multimedia Appendix 1) using random forest [19], we conducted predictor preprocessing, such as one-hot encoding (ie, creation of dummy variables), normalization, and standardization. The nonlinear predictors included in the developed models were age, body weight, height, BMI, and pre-intubation vital signs. In the training set (80% random sample), for each outcome, we developed 7 machine learning models: (1) logistic regression model with elastic-net (penalized logistic regression) [20], (2) random forest [21], (3) gradient boosting decision tree [22], (4) multilayer perceptron [23], (5) k-point nearest neighbor [24], (6) XGBoost [25], and (7) ensemble model (ridge regression and the random forest with an equal weight) [26]. For the difficult airway outcome, the modified LEMON criteria model was used as the reference model. For the first-pass success outcome, a (nonpenalized) logistic regression model was used as the reference model. We performed stratified 5-fold cross-validation to determine the optimal hyperparameters with the highest c-statistic (ie, the area under the receiver operating characteristic [ROC] curve).

In the test set (the remaining 20% of the random sample), we measured the performance of reference and machine learning models. We estimated the c-statistic of each model and examined the following association measures: sensitivity,
specificity, positive and negative predictive values, and positive and negative likelihood ratios. The c-statistic is the probability that, given 2 individuals (one who experiences the outcome of interest and the other who does not), the model estimates a higher probability for the first patient than for the second [27]. We determined the threshold of perspective prediction (cut-off) results based on the ROC curve from the Youden method [28]. For the model with the highest c-statistic among the 7 machine learning models, we computed the variable importance—how strongly each of the predictors improved the c-statistic. We also examined calibration plots of the best-performing machine learning model for each of the outcomes. Data were analyzed using python (version 3.7.3) and R (version 3.6.2). Two-sided P values <.05 were considered statistically significant.

### Results

#### Patient Characteristics

During the 108-month study period, the JEAN-2 study recorded data for 10,816 patients (capture rate, 96%) who underwent emergency airway management at one of the 13 participating EDs. Of these, 75 patients who underwent surgical intubation at their first attempt were excluded; the remaining 10,741 patients comprised the analytic cohort. The patient characteristics, details of airway management, and intubation outcomes are shown in Table 1. The median age was 71 (IQR 56-81) years, 2.8% (304/10,741) were children, and 38.0% (4079/10,741) were female. Overall, 5.1% (543/10,741) of patients had a difficult airway outcome, while 71.6% (7690/10,741) had first-pass success. An aborted intubation attempt occurred for 39 patients.

Table 1. Patient characteristics, airway management, and outcomes in 10,741 patients who underwent tracheal intubation in the emergency department.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), median (IQR)</td>
<td>71 (56-81)</td>
</tr>
<tr>
<td>Children ( 18 years), n (%)</td>
<td>304 (2.8)</td>
</tr>
<tr>
<td>Female gender, n (%)</td>
<td>4079 (38.0)</td>
</tr>
<tr>
<td>Estimated height (cm), median (IQR)</td>
<td>160 (153-170)</td>
</tr>
<tr>
<td>Estimated body weight (kg), median (IQR)</td>
<td>60 (50-67)</td>
</tr>
<tr>
<td>BMI (kg/m²), median (IQR)</td>
<td>22.0 (19.5-24.3)</td>
</tr>
</tbody>
</table>

**Primary indication, n (%)**

- Medical cardiac arrest: 3785 (35.2)
- Traumatic cardiac arrest: 438 (4.1)
- Medical indication: 5440 (50.6)
- Airway problem (eg, obstruction): 289 (2.7)
- Breathing problem (eg, respiratory failure): 1673 (15.6)
- Circulation problem (eg, shock): 1080 (10.1)
- Altered mental status: 2036 (19.0)
- Others: 360 (3.4)
- Traumatic indication: 1080 (10.1)

**Modified LEMON<sup>a</sup> criteria, n (%)**

- Look externally: 583 (5.0)
- 3-3-(2) rule: 3620 (33.7)
- Obstruction: 774 (7.2)
- Neck mobility: 1101 (10.3)
- Any criterion met in the modified LEMON criteria: 4709 (43.8)

**Intubation outcomes, n (%)**

- Difficult airway: 543 (5.1)
- First-pass success: 7690 (71.6)

<sup>a</sup>LEMON: look, evaluate, Mallampati, obstruction, neck mobility.
**Prediction Performance for Difficult Airway Outcomes**

Table 2 summarizes the performance of the modified LEMON criteria (reference) and 7 machine learning models when predicting a difficult airway outcome in the ED. Compared with the modified LEMON criteria, the discrimination ability of machine learning models—except for the k-point nearest-neighbor model and multilayer perceptron model—were significantly greater ($P \leq 0.001$). Among the 7 machine learning models, the ensemble model had the highest c-statistic (0.74, 95% CI 0.67-0.79; Figure 1A), with a sensitivity of 0.67 (95% CI 0.65-0.69), specificity of 0.70 (95% CI 0.68-0.72), positive predictive value of 0.09 (95% CI 0.08-0.11), and negative predictive value of 0.98 (95% CI 0.97-0.98). Compared with the modified LEMON criteria, which had a specificity of 0.57 (95% CI 0.56-0.58), all machine learning models had higher specificity, with the multilayer perceptron model achieving a specificity of 0.92 (95% CI 0.90-0.93). The calibration plot (Figure 2A)—which indicates how far the predicted risk from the ensemble model deviated from the actual risk—showed that the ensemble model overestimated the risk of the outcome, while there was a positive relationship between the predicted and actual risks, largely due to the class imbalance (ie, difficult airway outcome occurred only in 5% of the sample).

<table>
<thead>
<tr>
<th>Models</th>
<th>C-statistic&lt;sup&gt;a&lt;/sup&gt; (95% CI)</th>
<th>P value</th>
<th>Sensitivity (95% CI)</th>
<th>Specificity (95% CI)</th>
<th>PPV&lt;sup&gt;b&lt;/sup&gt; (95% CI)</th>
<th>NPV&lt;sup&gt;c&lt;/sup&gt; (95% CI)</th>
<th>PLR&lt;sup&gt;d&lt;/sup&gt; (95% CI)</th>
<th>NLR&lt;sup&gt;e&lt;/sup&gt; (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Modified LEMON criteria (reference)</td>
<td>0.62 (0.60-0.64)</td>
<td>Reference&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0.67 (0.66-0.68)</td>
<td>0.57 (0.56-0.58)</td>
<td>0.08 (0.07-0.08)</td>
<td>0.97 (0.97-0.97)</td>
<td>1.57 (1.48-1.68)</td>
<td>0.57 (0.54-0.61)</td>
</tr>
<tr>
<td>Penalized logistic regression</td>
<td>0.73 (0.68-0.79)</td>
<td>&lt;.001</td>
<td>0.66 (0.64-0.68)</td>
<td>0.68 (0.66-0.70)</td>
<td>0.09 (0.08-0.10)</td>
<td>0.98 (0.97-0.98)</td>
<td>2.05 (1.75-2.40)</td>
<td>0.51 (0.43-0.59)</td>
</tr>
<tr>
<td>Random forest</td>
<td>0.72 (0.67-0.77)</td>
<td>&lt;.001</td>
<td>0.58 (0.56-0.60)</td>
<td>0.74 (0.72-0.75)</td>
<td>0.09 (0.08-0.11)</td>
<td>0.97 (0.97-0.98)</td>
<td>3.84 (2.50-5.90)</td>
<td>0.84 (0.55-1.29)</td>
</tr>
<tr>
<td>Gradient boost</td>
<td>0.72 (0.66-0.77)</td>
<td>.001</td>
<td>0.77 (0.75-0.79)</td>
<td>0.58 (0.56-0.60)</td>
<td>0.08 (0.07-0.09)</td>
<td>0.98 (0.98-0.99)</td>
<td>1.84 (1.63-2.08)</td>
<td>0.39 (0.35-0.44)</td>
</tr>
<tr>
<td>Multilayer perceptron</td>
<td>0.57 (0.50-0.63)</td>
<td>.14</td>
<td>0.19 (0.17-0.20)</td>
<td>0.92 (0.90-0.93)</td>
<td>0.09 (0.08-0.11)</td>
<td>0.96 (0.95-0.97)</td>
<td>2.24 (1.44-3.48)</td>
<td>0.89 (0.57-1.38)</td>
</tr>
<tr>
<td>K-point nearest neighbor</td>
<td>0.54 (0.49-0.61)</td>
<td>.02</td>
<td>0.39 (0.36-0.41)</td>
<td>0.70 (0.68-0.72)</td>
<td>0.06 (0.05-0.07)</td>
<td>0.96 (0.95-0.97)</td>
<td>1.30 (1.00-1.68)</td>
<td>0.87 (0.67-1.14)</td>
</tr>
<tr>
<td>XGBoost</td>
<td>0.72 (0.67-0.77)</td>
<td>&lt;.001</td>
<td>0.69 (0.67-0.71)</td>
<td>0.60 (0.58-0.62)</td>
<td>0.07 (0.06-0.09)</td>
<td>0.98 (0.97-0.98)</td>
<td>1.70 (1.47-1.97)</td>
<td>0.52 (0.45-0.61)</td>
</tr>
<tr>
<td>Ensemble model&lt;sup&gt;g&lt;/sup&gt;</td>
<td>0.74 (0.67-0.79)</td>
<td>&lt;.001</td>
<td>0.67 (0.65-0.69)</td>
<td>0.70 (0.68-0.72)</td>
<td>0.09 (0.08-0.11)</td>
<td>0.98 (0.97-0.98)</td>
<td>2.21 (1.89-2.58)</td>
<td>0.48 (0.41-0.56)</td>
</tr>
</tbody>
</table>

<sup>a</sup>C-statistic in the modified LEMON was evaluated using 95% CIs.

<sup>b</sup>PPV: positive predictive value.

<sup>c</sup>NPV: negative predictive value.

<sup>d</sup>PLR: positive likelihood ratio.

<sup>e</sup>NLR: negative likelihood ratio.

<sup>f</sup>Comparison of the area under the curve of the reference model (modified LEMON) with that of each machine learning model using the DeLong test.

<sup>g</sup>Ensemble prediction model using these machine learning models (that combined ≥2 models).
Figure 1. Discrimination ability of the ensemble model and logistic regression (reference) model in predicting intubation outcomes, including (A) difficult airway outcomes and (B) first-pass success outcomes. mLEMON: modified look, evaluate, Mallampati, obstruction, neck mobility model.

Figure 2. Calibration plots of ensemble models in predicting intubation outcomes, including (A) difficult airway outcomes and (B) first-pass success outcomes.

Prediction Performance for First-Pass Success Outcomes

Table 3 summarizes the performance of the reference model and 7 machine learning models when predicting the first-pass success outcome in the ED. Compared with the reference model, the discrimination ability of machine learning models—except for the random forest and k-point nearest neighbor models—was significantly higher (all $P<.05$). Among the 7 machine learning models, the ensemble model had the highest c-statistic (0.81, 95% CI 0.79-0.83; Figure 1B). Compared with the reference model, the ensemble model had a higher sensitivity (0.79, 95% CI 0.77-0.81) and specificity (0.67, 95% CI 0.65-0.69), with a PPV of 0.85 (95% CI 0.84-0.87) and NPV of 0.57 (95% CI 0.55-0.59). Compared with the reference model, which had a specificity of 0.36 (95% CI 0.34-0.38), most machine learning models had higher specificity, with the random forest model achieving a specificity of 0.70 (95% CI 0.68-0.72). In the calibration plot of the ensemble model (Figure 2B), the
model-predicted probability was well-matched with the observed probabilities.

Table 3. Performance of 7 machine learning models and reference model when predicting first-pass success outcome in the emergency department.

<table>
<thead>
<tr>
<th>Models</th>
<th>C statistic (95% CI)</th>
<th>P value</th>
<th>Sensitivity (95% CI)</th>
<th>Specificity (95% CI)</th>
<th>PLRa (95% CI)</th>
<th>NPVb (95% CI)</th>
<th>PPVc (95% CI)</th>
<th>plrd (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic regression (reference)</td>
<td>0.76 (0.74-0.78)</td>
<td>(Reference)</td>
<td>0.91 (0.89-0.92)</td>
<td>0.36 (0.34-0.38)</td>
<td>0.78 (0.76-0.79)</td>
<td>0.61 (0.59-0.63)</td>
<td>1.42 (1.33-1.51)</td>
<td>0.26 (0.24-0.27)</td>
</tr>
<tr>
<td>Penalized logistic regression</td>
<td>0.81 (0.79-0.83)</td>
<td>.001</td>
<td>0.79 (0.77-0.80)</td>
<td>0.70 (0.68-0.72)</td>
<td>0.86 (0.85-0.88)</td>
<td>0.57 (0.55-0.59)</td>
<td>2.59 (2.29-2.92)</td>
<td>0.31 (0.27-0.35)</td>
</tr>
<tr>
<td>Random forest</td>
<td>0.78 (0.76-0.81)</td>
<td>.12</td>
<td>0.78 (0.76-0.79)</td>
<td>0.64 (0.62-0.66)</td>
<td>0.84 (0.83-0.86)</td>
<td>0.54 (0.52-0.56)</td>
<td>2.16 (1.94-2.14)</td>
<td>0.35 (0.31-0.39)</td>
</tr>
<tr>
<td>Gradient boost</td>
<td>0.80 (0.78-0.82)</td>
<td>.005</td>
<td>0.92 (0.91-0.94)</td>
<td>0.40 (0.38-0.43)</td>
<td>0.79 (0.77-0.81)</td>
<td>0.69 (0.67-0.71)</td>
<td>1.55 (1.45-1.66)</td>
<td>0.19 (0.17-0.20)</td>
</tr>
<tr>
<td>Multilayer perceptron</td>
<td>0.81 (0.79-0.83)</td>
<td>.002</td>
<td>0.92 (0.91-0.93)</td>
<td>0.44 (0.42-0.46)</td>
<td>0.80 (0.78-0.82)</td>
<td>0.69 (0.67-0.71)</td>
<td>1.64 (1.53-1.76)</td>
<td>0.18 (0.17-0.19)</td>
</tr>
<tr>
<td>K-point nearest neighbor</td>
<td>0.75 (0.73-0.77)</td>
<td>.60</td>
<td>0.98 (0.97-0.98)</td>
<td>0.18 (0.16-0.20)</td>
<td>0.74 (0.73-0.76)</td>
<td>0.78 (0.76-0.80)</td>
<td>1.19 (1.15-1.24)</td>
<td>0.12 (0.11-0.12)</td>
</tr>
<tr>
<td>XGBoost</td>
<td>0.81 (0.79-0.83)</td>
<td>&lt;.001</td>
<td>0.94 (0.93-0.95)</td>
<td>0.38 (0.36-0.40)</td>
<td>0.79 (0.77-0.81)</td>
<td>0.73 (0.71-0.75)</td>
<td>1.53 (1.43-1.62)</td>
<td>0.15 (0.14-0.16)</td>
</tr>
<tr>
<td>Ensemble modelf</td>
<td>0.81 (0.79-0.83)</td>
<td>&lt;.001</td>
<td>0.79 (0.77-0.81)</td>
<td>0.67 (0.65-0.69)</td>
<td>0.85 (0.84-0.87)</td>
<td>0.57 (0.55-0.59)</td>
<td>2.39 (2.13-2.67)</td>
<td>0.31 (0.28-0.35)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Models</th>
<th>P value</th>
<th>Sensitivity (95% CI)</th>
<th>Specificity (95% CI)</th>
<th>PLRa (95% CI)</th>
<th>NPVb (95% CI)</th>
<th>PPVc (95% CI)</th>
<th>plrd (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic regression (reference)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Penalized logistic regression</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Random forest</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gradient boost</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multilayer perceptron</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K-point nearest neighbor</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>XGBoost</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ensemble modelf</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aPPV: positive predictive value.
bNPV: negative predictive value.
cPLR: positive likelihood ratio.
dNLR: negative likelihood ratio.
eComparison of the area under the curve of the reference model with that of each machine learning model using the DeLong test.

Variable Importance

Table 4 shows the variable importance of the best performance model (the ensemble model) for each outcome. For the difficult airway prediction, the most contributing predictor was age, followed by any criterion met in the modified LEMON criteria and hyoid mental distance ≥ 3 fingers. For the first-pass success prediction, the best contributing predictor was the use of laryngeal pressure, followed by lifting force required for laryngeal deployment and Cormack grade of 3.
Table 4. Importance of each predictor of ensemble model when predicting difficult airway and first-pass success outcomes.

<table>
<thead>
<tr>
<th>Predictors for difficult airway outcome</th>
<th>Δ c-statisticsᵃ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>0.093</td>
</tr>
<tr>
<td>Any modified LEMONᵇ criterion met</td>
<td>0.093</td>
</tr>
<tr>
<td>Hyoid mental distance ≥3 fingers</td>
<td>0.091</td>
</tr>
<tr>
<td>Interincisor distance of 3 fingers</td>
<td>0.084</td>
</tr>
<tr>
<td>BMI</td>
<td>0.080</td>
</tr>
<tr>
<td>Body weight</td>
<td>0.073</td>
</tr>
<tr>
<td>&gt;80 years old</td>
<td>0.070</td>
</tr>
<tr>
<td>Hyoid mental distance of 2 fingers</td>
<td>0.053</td>
</tr>
<tr>
<td>Airway obstruction</td>
<td>0.049</td>
</tr>
<tr>
<td>Neck mobility</td>
<td>0.048</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Predictors for first-pass success outcome</th>
<th>Δ c-statisticsᵃ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Use of laryngeal pressure</td>
<td>0.118</td>
</tr>
<tr>
<td>Lifting force required for laryngeal deployment</td>
<td>0.108</td>
</tr>
<tr>
<td>Cormack grade of 3</td>
<td>0.099</td>
</tr>
<tr>
<td>Any modified LEMON criterion met</td>
<td>0.094</td>
</tr>
<tr>
<td>Cormack grade of 1</td>
<td>0.094</td>
</tr>
<tr>
<td>Intubator’s post-graduation year of 1 or 2</td>
<td>0.090</td>
</tr>
<tr>
<td>Neuromuscular blocking agent (rocuronium)</td>
<td>0.077</td>
</tr>
<tr>
<td>Rapid sequence intubation</td>
<td>0.076</td>
</tr>
<tr>
<td>Video laryngoscope (C-MAC)</td>
<td>0.075</td>
</tr>
<tr>
<td>Video Cormack grade of 1</td>
<td>0.074</td>
</tr>
<tr>
<td>Interincisor distance ≥3 fingers</td>
<td>0.079</td>
</tr>
</tbody>
</table>

ᵃThe variable importance of a predictor is agnostic regarding the direction of the association.
ᵇLEMON: look, evaluate, Mallampati, obstruction, neck mobility.

**Discussion**

**Principal Findings**

In this analysis of multicenter prospective data from 10,741 ED patients, we applied modern machine learning models to predict intubation-related outcomes in the ED. Specifically, compared with conventional approaches (ie, modified LEMON criteria and nonpenalized logistic regression model), most machine learning models demonstrated superior discrimination performance when predicting both difficult airway and first-pass success outcomes. Additionally, these machine learning models also achieved higher specificity when predicting these 2 outcomes. To the best of our knowledge, this is the first study that has investigated the performance of modern machine learning models when predicting clinically important intubation outcomes in the ED setting.

Consistent with our findings, the following has been reported as predictors for first-pass success in the ED: patient characteristics (eg, restricted mouth opening, restricted neck extension, and swollen tongue), high Cormack grade, intubators’ characteristics (eg, clinical experience and working department), the use of rapid-sequence intubation, and the use of video laryngoscope at the first attempt [6,29-31].

The importance of accurate prediction for difficult airways has been emphasized in ED airway management [8]. Although the modified LEMON criteria (and the LEMON criteria) have been validated as an indicator for difficult airways, their prediction ability is suboptimal for clinical use [7,8]. In the operating room setting, a couple of studies have reported a potential benefit of machine learning models for predicting difficult airways [32,33]. For example, in a single-center study of 80 patients, a deep learning approach using data from the patients’ facial images had high discrimination ability for difficult airways—defined as multiple attempts by an intubator with at least 12 months of anesthesia experience, grade 3 or 4 laryngoscopic view, need for a second intubator, or nonelective use of an alternative airway device [32]. Our multicenter study—with a sample size that is many times larger than the prior studies on this topic—builds on these earlier reports and extends them by demonstrating that modern machine learning models outperform conventional approaches for predicting intubation outcomes in the ED.
The observed improvement in prediction ability by machine learning approaches may be explained by several reasons. First, the machine learning approaches account for high-order interactions between predictors and nonlinear relationships with an outcome, which traditional modeling approaches cannot address [34]. Second, the modified LEMON criteria may be too parsimonious (ie, the use of a limited number of predictors), while the applied machine learning models could use a larger number of predictors. Third, the modern machine learning approaches enabled us to minimize overfitting, such as lasso and ridge penalizations (ie, elastic net model and cross-validation). In addition to these strengths, modern machine learning models also are scalable for further improvement by integration with recently developed techniques such as image analysis of patients’ faces and necks [32,35].

Although the machine learning models achieved a more significant predictive ability, their performance remained imperfect. This may be explained, at least partially, by the limited set of predictors (eg, lack of detailed information on the intubation competency and experience of each intubator) and data measurement errors. Additionally, one may surmise that the modified LEMON criteria are simpler and easier to use in the ED. Despite the known trade-off between parsimonious models and more complex models with a larger number of predictors, the use of modern machine learning models has advantages in the era of health information technology, including automated data entry through voice recognition, natural language processing, continuous sophistication of models through sequential extractions of electronic health records, and reinforcement learning [36,37]. Our findings and the recent advent of machine learning approaches collectively support cautious optimism that machine learning may enhance the clinician’s ability—as assistive technology—to predict patient outcomes in the ED. The resulting accurate prediction of intubation outcomes has several important implications in airway practice in the ED. For example, early identification of difficult airways should help ED providers develop individualized and optimal management strategies and prepare for rescue airways [14,38]. Besides, the accurate estimation of the probability of first-pass success given the conditions (eg, the airway management strategies and intubator to be used) would not only increase the opportunity for clinical training (eg, which patient can be safely intubated by the intubator) but also improve patient safety.

To implement our developed machine learning models, a web-based application or integrated emergency department information system is needed. The rapid development of health information technology (eg, web-based artificial intelligence application with the model) enables us to implement the developed model into the real clinical setting. Furthermore, the current models can be used not only for practice but as an educational tool. For example, in simulation-based intubation training, supervisors can evaluate the trainee’s intubation strategy by indicating the actual probability of difficult airway and first-pass success.

Limitations
Several potential limitations of this study should be noted. First, our data may be subject to self-reporting and measurement bias (eg, underreporting difficult airways). However, the study was conducted by investigators using a standardized protocol [6], which led to the high capture rate (96%) and low proportion of missingness in the predictors and outcomes (Multimedia Appendix 1). Second, we did not have detailed information on the procedural competency of each intubator, as this factor is also challenging to define and measure in real-world settings. To address this issue, we used years of experience and specialty, which are readily available in most ED settings, as a proxy for the competency. Third, machine learning models have a common limitation in the interpretability of models. Fourth, because of the small samples of children (2.8%), our model may not have optimal prediction ability in pediatric populations. Finally, our models may not be generalizable to other practice settings, although the study sample consisted of a geographically diverse patient across Japan.

Conclusions
In summary, based on the extensive multicenter, prospective data from 10,741 ED intubations, we developed modern machine learning models to predict clinically essential intubation outcomes. Using routinely available data as the predictors, we found that the machine learning models had a greater ability to predict difficult airways and first-pass success than conventional approaches. Although formal validation is required, this study lends support to the application of machine learning models for the prediction of intubation-related outcomes, which will, in turn, improve airway management practice and outcomes of critically ill patients in the ED.
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Proportion of missingness in predictors used in machine learning models.
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Abstract

Background: Patient-based registries can help advance research on rare diseases such as eosinophilic granulomatosis with polyangiitis (EGPA), a complex multiorgan form of antineutrophil cytoplasmic antibody (ANCA)–associated vasculitis.

Objective: The aim of this study is to compare patient-reported and physician-reported data on manifestations, treatments, and outcomes for patients with EGPA.

Methods: We completed a comparative analysis of patients ≥18 years with EGPA in Canada and the United States from the following 2 cohorts: (1) The Vasculitis Patient-Powered Research Network (VPPRN), a self-enrolled secure portal with patient-entered data updated quarterly (2014-2019) and (2) the Vasculitis Clinical Research Consortium (VCRC) observational studies, a physician-entered database (2003-2019) of patients who fulfilled the 1990 American College of Rheumatology classification criteria for EGPA. The studied parameters included demographic characteristics, clinical manifestations, ANCA status, treatments, and relapses.
Results: Data from 195 patients with a validated diagnosis of EGPA in the VPPRN and 354 patients enrolled in the VCRC were analyzed. Compared to the VCRC cohort, the patients in the VPPRN cohort were more likely to be female (135/195, 69.2% compared to 209/354, 59%; \( P = 0.02 \)) and younger at diagnosis (47.3 compared to 50.0 years; \( P = 0.03 \)); both cohorts reported similar frequencies of asthma (177/184, 96.2% in the VPPRN cohort compared to 329/354, 92.9% in the VCRC cohort; \( P = 0.13 \)) and cardiac manifestations (44/153, 28.8% compared to 75/354, 21.2%; \( P = 0.06 \)), but the VPPRN cohort reported less frequent lung manifestations other than asthma and more frequent disease manifestations in all other organ systems. The ANCA positivity was 48.9% (64/131) in the VPPRN patients compared to 38.9% (123/316; \( P = 0.05 \)) in the VCRC cohort. Relapsing disease after study enrollment was reported in 32.3% (63/195) of patients in the VPPRN compared to 35.7% (99/277) of patients in the VCRC. Most therapies (GC, cyclophosphamide, methotrexate) were used at similar frequencies in both groups, except for rituximab with VPPRN patients reporting more use than the VCRC cohort (47/195, 24.1% compared to 29/277, 10.5%; \( P < 0.001 \)).

Conclusions: Overall, patients and physicians report manifestations of EGPA at similar frequencies. However, observed differences between patient and physician reports imply the potential occurrence of selection biases. These results support the use of patient-reported data in EGPA but also the need for careful consideration of disease-specific definitions for the study of EGPA and how patient- and physician-reported data are collected.
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Introduction

Vasculitides are rare, heterogeneous, multisystem diseases causing inflammation of blood vessels [1]. Physicians determine disease activity, damage, and prognosis in vasculitis using various clinical, laboratory, or radiological parameters or tools, such as the Birmingham Vasculitis Activity Score [2] or the Vasculitis Damage Index [3]. Many of these parameters may at times differ from the patient’s subjective disease experience. There is growing interest in increasing patient engagement in health care research to improve the alignment of patients’ and physicians’ perspectives in the diagnosis, management, and assessment of outcomes and burden of disease; more and more action has been taken to achieve this. [4].

The Vasculitis Patient-Powered Research Network (VPPRN), an international, internet-based, prospective longitudinal registry of patient- or caregiver-reported information, was launched in 2014 to support people with any form of vasculitis by involving them in clinical research [4-6]. With over 3000 members enrolled to date, mostly from North America, it maintains a secure web-based registry where patients provide clinical data about themselves and their condition regarding demographic characteristics, diagnosis, disease extent, medications, and outcomes [4].

The Vasculitis Clinical Research Consortium (VCRC), established in 2003, has been collecting longitudinal data in patients with various vasculitides across 8 US and 2 Canadian sites. VCRC site investigators collected similar clinical information as the VPPRN.

This study aimed to compare patient self-reported and physician-reported clinical manifestations, treatments, and outcomes in patients with eosinophilic granulomatosis with polyangiitis (EGPA), one of the antineutrophil cytoplasmic antibody (ANCA)–associated vasculitides. EGPA is a complex multisystem disorder that can involve any combination of many manifestations, especially including asthma, rhinosinusitis, eosinophilia, and vasculitis in various organs. Research on EGPA has not been as extensively conducted compared to several other forms of vasculitis. A better understanding of the utility of patient-based research registries could help advance research on this rare disease.

Methods

Vasculitis Patient-Powered Research Network: Patient-Driven Cohort

The VPPRN provides a secure portal through which patients self-enroll and self-report information longitudinally using the internet-based platform, as previously described [6]. Data from patients in the VPPRN (2014-2019) who self-identified as being age 18 years or older, living in Canada or the United States, and having EGPA were used for this analysis. For validation of the diagnosis, patients were excluded if they indicated that the diagnosis of EGPA was not made by a doctor and/or if they reported never having used systemic glucocorticoids (GC).

Standardized questions were used to obtain data on demographic characteristics (age, sex, ethnicity), signs and symptoms of vasculitis at any time after disease onset, diagnostic tests, prescribed treatments, and outcomes from patients, with quarterly updates by email reminders. Questions related to disease manifestations were asked using lay terms, as listed in Table 1. Patients could select responses of yes, no, or I don’t know; blank responses were excluded from the data analysis.

Vasculitis Clinical Research Consortium: Physician-Driven Cohort

Data from patients with EGPA entered into the VCRC database, as part of either the VCRC Longitudinal Study (LS; NCT00315380) [7] or the One-Time DNA (OT) Study
were used for this analysis. Patients were ages 18 years or older at enrollment and met the 1990 American College of Rheumatology classification criteria for EGPA [9]. In the VCRC-LS observational cohort, participants had in-person assessments with site investigators at either quarterly or annual visits, based on each patient’s preference and availability, with data collection of clinical and laboratory information. Patients in the VCRC-OT were assessed only at a single study visit (at diagnosis or later). All study visits involved the completion of standardized forms that collected information on patient demographic characteristics, disease characteristics, relapse(s) prior to enrollment, and, for LS only, treatments received, relapses after enrollment, and disease-related damage (from the disease itself or treatment).

Patients may be enrolled in both databases (VPPRN and VCRC); however, at present, to comply with regulations protecting health information, the databases are not linked.

### Data Elements

Demographic characteristics, main clinical manifestations of EGPA (from disease diagnosis to data extraction), ANCA status, follow-up duration, relapses (from diagnosis and/or after enrollment), and all treatments ever received (GC and other immunosuppressive drugs) were analyzed for both cohorts.

### Ethics Approval

The VCRC study protocols were approved by the local hospital research ethics board committees at all participating VCRC sites. The VPPRN data collection protocol was approved by the institutional review board at the University of South Florida (Pro00018514.CR000001). All subjects in both the VCRC and VPPRN provided consent for their participation prior to enrollment. All research was performed in accordance with the ethical principles that have their origin in the Declaration of Helsinki.

### Statistical Analyses

Descriptive statistics were computed by calculating the mean and SD for quantitative variables and count (percent) for categorical variables. Quantitative variables were compared using unequal variances t tests; categorical variables were compared using chi-square tests. Statistically significant differences were defined as those with P values ≤.05. Statistical analyses were performed using Stata (version 12; StataCorp).

### Results

#### Vasculitis Patient-Powered Research Network: Patient Characteristics

At the time of data extraction, a total of 208 patients were registered in the VPPRN with a diagnosis of EGPA. A total of 13 patients were excluded as they indicated they had not been diagnosed by a doctor and/or had never been treated with systemic GC. Of the final 195 patients, 69.2% (n=135) were female; the average age at diagnosis was 47.3 years; 176 (90.3%) were White, 4 (2.1%) were Asian, and 1 (0.5%) was Black or African American. Additional cohort-specific details are presented in Table 1.

For the 195 patients, the methods by which their diagnoses of EGPA were determined comprised of the following: symptoms (n=178, 91.3%), laboratory testing (n=157, 80.5%), biopsy results (n=98, 50.3%), and imaging (n=98, 50.3%).

#### Vasculitis Clinical Research Consortium: Patient Characteristics

At the time of data extraction, the VCRC cohort included 354 patients (277 LS and 77 OT). Of the 354 patients, 59% (n=209) were female; the average age at diagnosis was 50.0 years; 309 (87.3%) were White, 20 (5.6%) were Asian, and 7 (2%) were Black or African American. Additional cohort-specific details are presented in Table 1.

#### Comparisons Between Patients with EGPA in the VPPRN and VCRC

Comparisons of demographic characteristics, ANCA status, clinical manifestations (from disease diagnosis to data extraction), relapses, and all treatments ever used for patients in the VPPRN and VCRC are shown in Table 1. Compared to the patients in the VCRC, patients in the VPPRN were younger at the time of diagnosis and reported similar frequencies of asthma and cardiac manifestations, less frequent lung manifestations other than asthma, and more frequent disease manifestations in all other organ systems. Relapse rates post enrollment were similar between the 2 cohorts.
Table 1. A comparison of the clinical characteristics of the Vasculitis Patient-Powered Research Network and Vasculitis Clinical Research Consortium eosinophilic granulomatosis with polyangiitis cohorts.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>VPPRN(^a) cohort (N=195)</th>
<th>VCRC(^b) cohort (N=354)</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>135 (69.2)</td>
<td>209 (59)</td>
<td>.02</td>
</tr>
<tr>
<td>Male</td>
<td>60 (30.8)</td>
<td>145 (40.9)</td>
<td>.02</td>
</tr>
<tr>
<td>Age at diagnosis in years, mean (SD)</td>
<td>47.3 (14.3)</td>
<td>50.0 (14.2)</td>
<td>.03</td>
</tr>
<tr>
<td>Positive test for ANCA(^c), n (%)(^d)</td>
<td>64 (48.9)</td>
<td>123 (38.9)</td>
<td>.05</td>
</tr>
<tr>
<td>Manifestations, n (%)(^e,f)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asthma</td>
<td>177 (96.2)</td>
<td>329 (92.9)</td>
<td>.13</td>
</tr>
<tr>
<td>Coughed up blood or bleeding in the lungs/alveolar hemorrhage</td>
<td>24 (14.4)</td>
<td>21 (5.9)</td>
<td>.001</td>
</tr>
<tr>
<td>Problems with your lungs/lung involvement</td>
<td>126 (72.4)</td>
<td>296 (83.6)</td>
<td>.003</td>
</tr>
<tr>
<td>Problems with your nose or sinuses/nasal involvement</td>
<td>165 (92.2)</td>
<td>292 (82.5)</td>
<td>.003</td>
</tr>
<tr>
<td>Fever</td>
<td>82 (55.4)</td>
<td>62 (17.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Weight loss</td>
<td>95 (55.6)</td>
<td>106 (29.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Severe joint pain or swelling/arthralgia(s)</td>
<td>116 (67.1)</td>
<td>140 (39.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Rash/skin</td>
<td>125 (70.6)</td>
<td>106 (29.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Inflammation of the heart lining/cardiac</td>
<td>44 (28.8)</td>
<td>75 (21.2)</td>
<td>.06</td>
</tr>
<tr>
<td>Problems with your kidneys/renal disease</td>
<td>39 (22.4)</td>
<td>36 (10.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Numbness, tingling, trouble moving arms, hands, legs, or feet, or other forms of nerve damage/neurological</td>
<td>155 (87.6)</td>
<td>214 (60.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Inflammation in one or both eyes that required treatment/eye disease</td>
<td>42 (26.1)</td>
<td>31 (8.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Loss of blood supply to intestines or perforation/mesenteric ischemia</td>
<td>10 (6.1)</td>
<td>7 (2)</td>
<td>.02</td>
</tr>
<tr>
<td>Thrombosis</td>
<td>24 (14)</td>
<td>24 (6.8)</td>
<td>.007</td>
</tr>
<tr>
<td>Follow-up time in years, mean (SD)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>From diagnosis</td>
<td>8.0 (6.8)</td>
<td>7.0 (6.2)</td>
<td>.08</td>
</tr>
<tr>
<td>From enrollment</td>
<td>2.2 (1.1)</td>
<td>3.6 (3.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Relapses, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total since diagnosis</td>
<td>N/A</td>
<td>175 (49.4)</td>
<td>N/A(^f)</td>
</tr>
<tr>
<td>After enrollment</td>
<td>63 (32.3)</td>
<td>99 (35.7)(^h)</td>
<td>.44</td>
</tr>
<tr>
<td>Deaths, n (%)</td>
<td>0 (0)(^i)</td>
<td>11 (4)(^h)</td>
<td>N/A</td>
</tr>
<tr>
<td>Treatments ever received, n (%)(^j)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Systemic glucocorticoids</td>
<td>195 (100)</td>
<td>354 (100)</td>
<td>.99</td>
</tr>
<tr>
<td>Cyclophosphamide</td>
<td>79 (40.5)</td>
<td>115 (41.5)(^h)</td>
<td>.83</td>
</tr>
<tr>
<td>Mepolizumab</td>
<td>20 (10.3)</td>
<td>25 (9)(^h)</td>
<td>.65</td>
</tr>
<tr>
<td>Rituximab</td>
<td>47 (24.1)</td>
<td>29 (10.5)(^h)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\(^a\)VPPRN: Vasculitis Patient-Powered Research Network.

\(^b\)VCRC: Vasculitis Clinical Research Consortium.

\(^c\)ANCA: antineutrophil cytoplasmic antibody.

\(^d\)For this category, N=131 for the VPPRN cohort and N=316 for the VCRC cohort. Percentages have been calculated accordingly.

\(^e\)For the VPPRN cohort, the N value for each category is the number of patients who responded yes or no (the response of “I don’t know” was excluded). The N values are as follows: asthma (N=184); coughed up blood or bleeding in the lungs (N=166); problems with your lungs (N=174); problems with your nose or sinuses (N=179); fever (N=148); weight loss (N=171); severe joint pain or swelling (N=173); rash (N=177); inflammation of the heart lining (N=153); problems with your kidneys (N=174); numbness, tingling, trouble moving arms, hands, legs, or feet, or other forms of nerve damage (N=177); inflammation in one or both eyes that required treatment (N=161); loss of blood supply to intestines or perforation (N=165); thrombosis.
In this study, we compared patient-reported and physician-reported outcomes in 2 cohorts of patients with EGPA; both patients and physicians reported a spectrum of outcomes and relative frequencies of manifestations, relapse rates, and medication use that are quite consistent with what is expected for this heterogeneous multisystem disease. However, some interesting differences in how this disease was reported were also observed between the 2 cohorts, raising the possibility of selection biases impacting data collection in these 2 registries.

With the exception of asthma and cardiac involvement, patients reported, for example, higher frequencies of almost all manifestations of EGPA compared to physicians. These differences could be due to any combination of several reasons, including the following: (1) patients over-report manifestations, some of which may not be due to EGPA; (2) physicians under-report manifestations and/or do not validate patients’ reports of problems prior to evaluating them; (3) patients and physicians have a different understanding of specific manifestations; and (4) the VPPRN and VCRC involved 2 separate cohorts due to selection and inclusion biases. Whereas the 2 cohorts did appear similar overall to what is expected for a large group of patients with EGPA, it is possible that the patients in the VPPRN had, at least initially, more severe disease or a different disease phenotype. The VPPRN cohort had a higher proportion of ANCA-positive patients, who were shown in a few previous cohort studies to present more often with surrogates of vasculitis, such as renal or cutaneous involvement [10-13]. ANCA-positive patients may also be treated with rituximab more frequently compared to the ANCA-negative EGPA population. Due to regulations protecting health information, direct linkage and comparisons of the patient-reported and physician-reported data for those “shared” participants (patients enrolled in both studies regardless of ANCA status) were not possible.

Certain subgroups may have been overrepresented due to biased sampling, as in other patient-driven registries. The mode of survey via internet-based participation for the VPPRN cohort may have enrolled more younger and female patients and more patients with ready access to the internet [14]. Such distinctions in patient- and physician-based disease features have also been observed in other rheumatic conditions [15-18]. However, previous studies using data in the VPPRN on the 2 other types of ANCA-associated vasculitis (granulomatosis with polyangiitis and microscopic polyangiitis) provided evidence for the clinical validity of the VPPRN data, thus the likely limited impact of any selection biases [6]. Misinterpretation or the use of different definitions of disease manifestations may also have contributed to some differences or inaccurate results in both cohorts. For instance, almost all patients with EGPA have asthma, whereas 70-80% of patients responded yes to “problems with [your] lungs/ lung involvement.” Asthma is considered a comorbidity or underlying manifestation of EGPA. For disease scoring and in studies on EGPA, “lung manifestations” thus usually involve other nonasthma symptoms or manifestations, separately, such as lung infiltrates, nodules, or alveolar hemorrhage. This distinction is not always applied by physicians in studies and may be even more difficult to understand by patients. The way data and information are collected in registries is crucial and clear wording is essential to deal with such aspects of the disease, especially for studies with patient-reported data. Investigators should consider all these factors when researching EGPA, both through internet-based mechanisms and traditional clinic-based approaches.

This study provides new and valuable information from both a patient and physician perspective and has several notable strengths including the sizes of the geographically diverse study cohorts, the extent of the data, overlapping leadership of the 2 research cohorts, and the long duration of follow-up for data collection. Highly experienced investigators in the field of vasculitis selected, designed, and collected the data elements using standardized forms in the VCRC and VPPRN cohorts, and patients had direct input during each stage of the process for the development of the VPPRN forms.

Conclusions
There is a clear mandate and many benefits for health care professionals to incorporate patient perspectives into the assessment and management of vasculitis [19]. How patients’ perspectives may correspond to physicians’ assessments remains a subject of study and uncertainty. This study comparing patient-reported and physician-reported characteristics and outcomes in patients with EGPA should encourage rethinking and refinement of how patients are recruited and how their data are collected for complex diseases. These results support the use of patient-reported data in EGPA but also the need for careful consideration of these 2 types of registries, how patient- and physician-reported data are collected, as well as disease-specific definitions for the study of EGPA. Establishing a common set of disease-specific items and outcomes in EGPA and using similar definitions or wording is advised when seeking to combine data from both patients and physicians.
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Abstract

Background: The COVID-19 pandemic was well controlled in Taiwan until an outbreak in May 2021. Telemedicine was rapidly implemented to avoid further patient exposure and to unload the already burdened medical system.

Objective: To understand the effect of COVID-19 on the implementation of video-based virtual clinic visits during this outbreak, we analyzed the logistics of prescribing medications and patient flow for such virtual visits at a tertiary medical center.

Methods: We retrospectively collected information on video-based virtual clinic visits and face-to-face outpatient visits from May 1 to August 31, 2021, from the administrative database at National Taiwan University Hospital. The number of daily new confirmed COVID-19 cases in Taiwan was obtained from an open resource.

Results: There were 782 virtual clinic visits during these 3 months, mostly for the departments of internal medicine, neurology, and surgery. The 3 most common categories of medications prescribed were cardiovascular, diabetic, and gastrointestinal, of which cardiovascular medications comprised around one-third of all medications prescribed during virtual clinic visits. The number of virtual clinic visits was significantly correlated with the number of daily new confirmed COVID-19 cases, with approximately a 20-day delay (correlation coefficient 0.735; \(P<.001\)). The patient waiting time for video-based virtual clinic visits was significantly shorter compared with face-to-face clinic visits during the same period (median 3, IQR 2-6 min vs median 20, IQR 9-42 min; rank sum \(P<.001\)). Although the time saved was appreciated by the patients, online payment with direct delivery of medications without the need to visit a hospital was still their major concern.

Conclusions: Our data showed that video-based virtual clinics can be implemented rapidly after a COVID-19 outbreak. The virtual clinics were efficient, as demonstrated by the significantly reduced waiting time. However, there are still some barriers to the large-scale implementation of video-based virtual clinics. Better preparation is required to improve performance in possible future large outbreaks.
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Introduction

COVID-19, caused by SARS-CoV-2, rapidly escalated to a worldwide pandemic from late 2019 to early 2020 [1,2]. More than 150 million confirmed cases had been reported worldwide at the end of April 2021. Social distancing, mask wearing, and even lockdowns have been used worldwide to try and control the pandemic. Vaccination for SARS-CoV-2 was first approved in December 2020, and by the end of April 2021, 25 million doses of vaccine had been administered worldwide [3]. To continue medical care and minimize unnecessary contact, many countries have implemented virtual clinics for patients with chronic conditions during the pandemic [4-11]. The platform and workflow of such virtual clinics continues to evolve to match the demands of medical needs during different phases of the pandemic [12].

In Taiwan, thanks to the timely use of case-based and population-based interventions, including border control, enhanced surveillance, contact tracing, travel restrictions, and quarantine, the number of confirmed COVID-19 cases has been well controlled, with only 1129 cases reported at the end of April 2021 [13,14]. However, a community outbreak occurred in early May 2021 that resulted in a rapid increase in the number of cases from 1100 to over 15,000 in less than 3 months. The Taiwan government directed the nationwide epidemic alert level from II to III on May 15, 2021. The vaccination rate was also suboptimal at that time. The first AstraZeneca vaccine was administered on March 3, 2021, and at the end of April 2021, fewer than 60,000 individuals had received at least one dose of vaccine.

During the outbreak, most patients with COVID-19 in Taiwan were hospitalized for isolation, monitoring, and treatment. One consequence of the rapid increase in COVID-19 hospitalizations was that medical resources were directed to pandemic control as opposed to regular medical work. For example, around 1100 negative-pressure isolation rooms around Taiwan were directly controlled by the government [15]. From January to March 2020, the number of medical visits fell by 6.8% compared to the same period in 2019 [16]. Meanwhile, emerging data showed that the virus could be spread by patients who were asymptomatic and that viral RNA can be detected in nasal and throat swabs up to 11 days after contact in a patient who is asymptomatic [17]. Therefore, regular outpatient visits by patients with chronic diseases decreased substantially. To deal with this situation, the Taiwan government reduced restrictions on telehealth to allow physicians to speak to patients with stable chronic conditions via virtual clinics, either by video teleconferencing or telephone call. The Bureau of National Health Insurance (NHI) in Taiwan also started to reimburse for virtual clinic visits from May 15, 2021, during the pandemic [18]. Regular refilling of prescriptions for this group of patients was also allowed during a virtual clinic visit. Virtual clinics were then gradually initiated nationwide, from community clinics to medical centers. This process was carefully controlled over 3 months [19]. The use of virtual clinics also decreased gradually 3 months after the outbreak. This is the first time that reimbursement for a virtual clinic has been granted in Taiwan.

The aim of this study was to present the logistics of medication and patient flow for video-based virtual clinics during the May 2021 outbreak in Taiwan at a tertiary hospital. Although there have been some previous reports on the use of virtual clinics during the COVID-19 pandemic worldwide [4-11], our study reports the implementation of virtual clinics in a country with few confirmed cases and good infection control for 16 months from January 2020. We analyzed video-based virtual clinic visits from May to August 2021 at National Taiwan University Hospital (NTUH) in Taipei. We also discuss potential improvements that can be made in preparation for the next outbreak, as well as opportunities to further develop the use of telehealth in the future.

Methods

Ethics

This study was approved by the Institutional Review Board of National Taiwan University Hospital (Taipei, Taiwan; 202202037RINC).

Study Design

We designed this retrospective study to evaluate video-based virtual clinic visits during the May 2021 COVID-19 outbreak in NTUH. The numbers of patients with chronic conditions who used the video-based virtual clinic and who attended face-to-face clinic visits were obtained from our electronic health database. International Classification of Diseases, Tenth Revision, Clinical Modification (ICD-10-CM) codes were used to extract the diagnoses from the database. The ICD-10-CM codes used in this study are as follows: diabetes mellitus (E08, E09, E10, E11, E13), hypertension (I10, I15), coronary arterial disease (I20, I21, I22, I23, I24, I25), hypertensive heart disease without heart failure (I11), atrial fibrillation (I48), enlarged prostate with lower urinary tract symptoms (N40.1), hyperlipidemia (E78), Parkinson disease (G20), and congestive heart failure (I50). The characteristics of patients who attended the video-based virtual clinic were also analyzed. Furthermore, associations between the number of daily confirmed COVID-19 cases and the numbers of patients who visited our virtual or face-to-face clinics were also analyzed. The care of patients who were hospitalized with COVID-19 in Taiwan is directed and coordinated by the Taiwan Centers for Disease Control, based on location and the availability of negative-pressure rooms and trained personnel. As the number of cases at a single hospital may not reflect the severity of the outbreak, we used the total number of cases collected at all places around Taiwan to reflect the situation.

Video-Based Virtual Clinic Implementation at Our Institute

Regulations

Regulations on the implementation of telemedicine were revised in Taiwan in 2018. Hospitals or clinics are only permitted to set up virtual clinics when following special regulations. However, the ability to prescribe medications via virtual clinics is not routinely granted and can only be performed in a few emergency situations. NTUH, a tertiary teaching hospital in
Taipei, has provided a video-based virtual clinic service after obtaining approval in 2019, before the COVID-19 pandemic. The software, platform, and hardware for the implementation of video-based virtual clinics was therefore well established. However, the service fee for video-based virtual clinic appointments was not covered by the NHI in Taiwan before the COVID-19 pandemic. After the May 2021 COVID-19 outbreak, the Bureau of NHI agreed to cover the fee for the virtual clinics (telephone or video-based) during the pandemic. The prescription of medications during virtual clinic visits was also allowed.

**Payment**

Reimbursement by the NHI for virtual clinic visits during the pandemic was confined to patients with stable chronic illnesses.

---

**Figure 1.** The workflow of our video-based virtual visit. (1) Appointment: eligible patients could make an appointment online and download the necessary software in advance. (2) Virtual visit: patients enter the virtual waiting room before the appointment time. Patients show their National Health Insurance card to the camera to confirm their identity. The physician then starts the virtual visit. (3) Pay the bill: patients or caregivers can pay the bill online (*or inside the hospital, according to their choice). (4) Medication pick-up: patients or caregivers pick up their medications via a drive-through station served by a pharmacist outside the hospital (*or inside the hospital, according to their choice).

---

**Video-Based Clinic Visit**

Patients entered the virtual waiting room before their virtual visit. To confirm their identity, a video-based clinic visit was used instead of a telephone call. Patients provided their NHI card (mostly with a photo) at the beginning of the video conference to confirm their identity. The physicians in our telehealth center then interviewed the patient via videoconference with full-HD quality in an isolated clinic to maximize privacy. A record of the interview was documented in our health information system during the visit by the physician.

**Medication Logistics**

After the video-based clinic visit, the patients or caregivers should come to the hospital to collect their prescribed medications and pay the bill. The prescribed medications were reviewed by the pharmacist after a video-based clinic visit. A rapid medication collection station that was served by a pharmacist was set up outside the hospital to minimize the exposure of those visiting. The patients or caregivers collected the prescribed medications from the station outside the hospital, in a drive-through–like service, or inside the hospital according to their choice. An online bill-paying service was provided by the hospital from around July 2021. Patients could choose to pay online or inside the hospital according to their choice. The number of pills of the prescribed medications were obtained from our electronic health database, and the medications were classified into major clinical categories.

**Waiting Time and Visit Time**

We calculated the time used during the virtual clinic visits by our patients. The patient waiting time for a virtual clinic visit was defined as the time from when they entered the virtual...
waiting room to the initiation of the physician visit. These time points were recorded by the Webex software and retrieved from the electronic health database, retrospectively. The physician visit time was defined as the time between the initiation and the end of the physician visit. We also calculated the time used during face-to-face clinic visits during the same time period and across the same 9 specialties at our hospital during the study period. The waiting time for face-to-face clinic visits was defined as the time from when the patient registered with their NHI card after arriving for the physician visit, as recorded in our electronic medical record system. The physician visit time for face-to-face clinic visits was defined as the time between the initiation and the end of the physician visit.

**Statistical Analysis**

Descriptive statistics were used in this study to analyze the data. Continuous variables are expressed as mean and SD. Cross-correlation was used to illustrate the association between the number of daily confirmed COVID-19 cases in Taiwan, and daily face-to-face clinic visits and daily virtual clinic visits at our hospital. The patient waiting time and physician waiting time in our video-based clinic were compared with those in face-to-face clinics using the Wilcoxon rank sum test. A \( P \) value of .05 or less was considered to indicate a statistically significant difference.

**Results**

A total of 782 patients used the video-based virtual clinic between May and August 2021. Their mean age was 63.1 (SD 17.9) years, and 302 (38.6%) were male. The mean number of diagnoses for each patient was 3.8 (SD 2). Nine clinical departments in our hospital were involved in the video-based virtual clinic project (Table 1). The diagnosis listed was not mutually exclusive.

The medications prescribed in the virtual clinic are shown in Table 2. The internal medicine department had the highest number of virtual clinic visits, followed by the neurology and surgery departments. The medications most commonly prescribed in the virtual clinic were cardiovascular, diabetic, and gastrointestinal medications, of which cardiovascular medications comprised around one-third of all medications prescribed during this period.

The daily average number of virtual clinic visits was 13.5 (IQR 10.3-16.7) during the study period. During the same period, an average of 1886 (IQR 1750-2022) patients with chronic conditions visited our face-to-face clinic daily for long-term prescriptions. The number of face-to-face clinic visits was 2455 in the same period in 2020.

**Figure 2** demonstrates the association between the number of virtual clinic patients (black line), number of face-to-face clinic patients (blue dotted line), and the number of new daily COVID-19 cases (black dashed line) in Taiwan. The outbreak began on May 12, plateaued in mid-May to early June 2021, and then subsided gradually in August 2021. The Central Epidemic Command Center raised the nationwide pandemic alert from level 2 to level 3 on May 15, 2021, and finally downgraded it to level 2 on July 27, 2021.
Table 1. Baseline characteristics of the patients visiting the virtual clinic between May and August 2021.

<table>
<thead>
<tr>
<th>Demographic</th>
<th>Patients (N=782)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex (male), n (%)</td>
<td>302 (38.6)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>63.1 (17.9)</td>
</tr>
</tbody>
</table>

**Department of virtual clinic, n (%)**

- Internal medicine: 438 (56.0)
- Neurology: 89 (11.4)
- Surgery: 68 (8.7)
- Family medicine: 47 (6.0)
- Psychiatry: 43 (5.5)
- Ophthalmology: 40 (5.1)
- Obstetrics and gynecology: 31 (4.0)
- Urology: 23 (2.9)
- Orthopedics: 3 (0.4)

**Most common diagnosis, n (%)**

- Diabetes mellitus: 40 (5.1)
- Hypertension: 40 (5.1)
- Coronary arterial disease: 38 (4.9)
- Hypertensive heart disease without heart failure: 24 (3.1)
- Atrial fibrillation: 15 (1.9)
- Enlarged prostate with lower urinary tract symptoms: 15 (1.9)
- Hyperlipidemia: 13 (1.7)
- Parkinson disease: 13 (1.7)
- Congestive heart failure: 11 (1.4)
Table 2. Medications prescribed during video-based virtual clinic visits.

<table>
<thead>
<tr>
<th>Category</th>
<th>Pill prescribed (N=123,745), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cardiovascular</td>
<td>35,453 (31.5)</td>
</tr>
<tr>
<td>α-Blocker</td>
<td>924 (0.8)</td>
</tr>
<tr>
<td>β-Blocker</td>
<td>6242 (5.6)</td>
</tr>
<tr>
<td>Vasodilator</td>
<td>280 (0.2)</td>
</tr>
<tr>
<td>ACEIa</td>
<td>154 (0.1)</td>
</tr>
<tr>
<td>ARBb</td>
<td>7336 (6.5)</td>
</tr>
<tr>
<td>Calcium channel blocker</td>
<td>6749 (6.0)</td>
</tr>
<tr>
<td>Antiadrenergic agent</td>
<td>168 (0.1)</td>
</tr>
<tr>
<td>Antiarrhythmia</td>
<td>3018 (2.7)</td>
</tr>
<tr>
<td>Digoxin</td>
<td>68 (0.1)</td>
</tr>
<tr>
<td>Diuretic</td>
<td>2552 (2.3)</td>
</tr>
<tr>
<td>Lipid-lowering agent</td>
<td>6408 (5.7)</td>
</tr>
<tr>
<td>Other cardiovascular</td>
<td>1554 (1.4)</td>
</tr>
<tr>
<td>Hematologic</td>
<td>10,202 (9.1)</td>
</tr>
<tr>
<td>Endocrine and metabolic</td>
<td>17,466 (15.5)</td>
</tr>
<tr>
<td>Antihistamine</td>
<td>979 (0.9)</td>
</tr>
<tr>
<td>Respiratory</td>
<td>1917 (1.7)</td>
</tr>
<tr>
<td>Gastrointestinal</td>
<td>14,017 (12.5)</td>
</tr>
<tr>
<td>Immunosuppressive</td>
<td>684 (0.6)</td>
</tr>
<tr>
<td>Anti-infectious</td>
<td>1352 (1.2)</td>
</tr>
<tr>
<td>Urologic</td>
<td>2044 (1.8)</td>
</tr>
<tr>
<td>Dermatological</td>
<td>54 (0.0)</td>
</tr>
<tr>
<td>Ophthalmological</td>
<td>150 (0.1)</td>
</tr>
<tr>
<td>Combination pill</td>
<td>76 (0.1)</td>
</tr>
<tr>
<td>Insulin pen needle</td>
<td>1092 (1.0)</td>
</tr>
<tr>
<td>Nutritional</td>
<td>2806 (2.5)</td>
</tr>
</tbody>
</table>

aACEI: angiotensin-converting enzyme inhibitor.
bARB: angiotensin II receptor blocker.
Figure 2. Time curve of daily new COVID-19 cases (gray dashed line), NTUH face-to-face clinic visits (blue dotted line), and NTUH virtual clinic visits (black line; the scale is shown on the secondary y-axis on the right side) between May 1 and August 31, 2021. After the community outbreak around May 12, the number of face-to-face clinic visits decreased immediately, while the number of virtual clinic visits increased much later, with a 20-day delay. The Central Epidemic Command Center announced a level 3 pandemic alert from May 15 to July 27, 2021. NHI: National Health Insurance; NTUH: National Taiwan University Hospital.

The number of face-to-face clinic visits at our hospital decreased immediately after the outbreak. However, there was a delay of 20 days before the number of virtual clinic visits increased. The cross-correlation between the number of face-to-face clinic visits and new daily COVID-19 cases was significant and without a lag (correlation coefficient –0.79; \(P<.001\)), while the cross-correlation between the number of virtual clinic visits and new daily COVID-19 cases was significant with a lag of 20 days (correlation coefficient 0.735; \(P<.001\)).

The median patient waiting time for the video-based virtual clinic was 3 (IQR 2-6) minutes. However, among the specialties with a higher virtual visit volume (over 80 during this period), the waiting time was significantly less compared with specialties that had a lower volume (rank sum \(P<.05\)). The median physician visit time was 3 (IQR 2-5) minutes. We also collected the waiting and visit duration times during the same study period and the same 9 specialties for the face-to-face clinic visits (n=99,806). The median waiting time for the face-to-face clinic was 20 (IQR 9-42) minutes, while the median visit time was 4 (IQR 2-9) minutes. The patient waiting time for video-based virtual clinic visits was significantly shorter (median 3 min vs 20 min; \(P<.001\), rank sum test) compared with that for face-to-face clinic visits, while the physician visit time was also significantly shorter for video-based virtual clinic visits (median 3 min vs 4 min; \(P<.001\), rank sum test) (Figure 3). This reduction in patient waiting time was significant across all 9 specialties (all \(P<.05\), rank sum test).
**Discussion**

**Principal Findings**

Our retrospective analysis revealed several major findings: video-based virtual clinics can be implemented rapidly after the outbreak for patients with chronic illnesses who require regular follow-up, the number of video-based virtual clinic visits at our hospital increased with a 20-day delay after the COVID-19 outbreak and was correlated with the number of daily new COVID-19 cases, and video-based virtual clinics shortened the patient waiting time significantly compared with face-to-face clinic visits. The implementation of video-based virtual clinics during the outbreak decreased unnecessary exposure of patients with chronic illnesses, who are a relatively vulnerable group. The time and cost of travel to face-to-face clinic visits can also be saved.

The implementation of virtual clinics during the COVID-19 pandemic has been reported in different countries and in different disease specialties [4-11]. The scale, rate, and barriers for the implementation of virtual clinics in different countries may not be the same. Gilbert et al [9] reported on the experience of virtual clinic implementation in a UK tertiary orthopedic center during the COVID-19 pandemic. A COVID-19 action team was established in their hospital to implement the virtual clinic visits, which were conducted via a telephone call or a videoconference. Considerable administrative, clinical, and technical resources were directed to the virtual clinic, and over 90% of the visits could be completed via the virtual clinic 1 month after its implementation. The majority of virtual clinic visits were performed via the telephone (telephone vs video, around 9 vs 1). In feedback from the patients after a virtual clinic visit, 94% using the telephone service expressed that they would like to use the virtual clinic next time, compared with only 44% of those using the videoconference. This report showed the experience of scaling up the amount of virtual clinic appointments during a severe and prolonged outbreak. However, the barriers for the implementation of videoconferencing as the method for virtual clinic visits warrant further studies.

Kim et al [11] also reported the results of teleconsultation, which was temporarily allowed in Korea during the COVID-19 pandemic. The researchers obtained teleconsultation data from the NHI claims database. From February to June 2020, a total of 567,390 cases received teleconsultation, of which 46.4% were claimed by clinics. Teleconsultations accounted for only 0.25% of the total medical use during this period. The most common major disease category for these consultations was circulatory diseases, followed by endocrine, nutritional, and metabolic diseases. From the patient number versus time curve, the increase in the number of virtual clinic visits in tertiary and teaching hospitals was delayed compared with the immediate increase in the number of appointments at primary health clinics. After the COVID-19 situation had become stable, the number of teleconsultations in hospitals decreased, but those in primary health clinics persisted. The researchers also noted that teleconsultations were provided most often to 3 types of patients: (1) those scheduled for follow-up visits, (2) those with chronic illnesses such as diabetes and hypertension, and (3) those living in high-infection areas. These findings are consistent with our results. However, the COVID-19 outbreak was more severe in Korea compared with Taiwan, which may partially explain the differences observed in the number of teleconsultations used between Korea and Taiwan.

---

**Figure 3.** The patient waiting times and physician visit times for video-based virtual clinics and face-to-face clinic visits. The median patient waiting time was 20 (IQR 9-42) minutes for face-to-face clinic visits and 3 (IQR 2-6) minutes for video-based virtual clinic visits (rank sum \( P < .001 \)). The median physician visit time was 4 (IQR 2-9) minutes for face-to-face clinic visits and 3 (IQR 2-5) minutes for video-based virtual clinic visits (rank sum \( P < .001 \)).
In our study, there was a 20-day lag cross-correlation between the number of virtual clinic visits and the number of daily new COVID-19 cases. Several factors, including demand and supply, may have contributed to this phenomenon. With regards to supply, hospitals needed time to adjust to the workflow and implement the virtual clinics. The information and technology team had to be activated to redesign the processes, including appointment booking, physician-patient interviews, electronic medical records, billing, and pharmacy. With regards to demand, the patients with chronic illnesses could have obtained medications from pharmacies or primary care clinics. They may also have waited for the outbreak to subside. Hence, they may have postponed the regular follow-up visits. From our data, it is possible that the use of virtual clinics at our hospital during the outbreak was mainly driven by the severity of the outbreak. After the number of daily new COVID-19 cases decreased, the use of the virtual clinics also decreased, even though NHI reimbursement persisted.

Although our findings suggest that it is possible to implement video-based virtual clinics for the care of patients with chronic illnesses during the pandemic, the number of video-based virtual clinic visits was still lower compared with the number of face-to-face clinic visits. Part of the delay in the increase in video-based virtual clinic visits may be because most patients were waiting for a rapid decrease in the daily number of new COVID-19 cases. However, other potential barriers to prevent the prompt conversion to and uptake of virtual clinics still exist [20,21]. A guide to overcoming these barriers and to facilitate the implementation of virtual clinics has been proposed [22]. Here, we discuss some of the potential barriers observed during the May 2021 outbreak at a tertiary medical center in Taiwan.

The service fee for the virtual clinic visits was reimbursed after the May 2021 outbreak. The registration fee (for the appointment) and copayment for medications from virtual clinic visits are the same as those for face-to-face clinic visits. The NHI payment therefore largely reduced the economic barrier. However, the patients needed to have equipment and access to the internet to be able to use the virtual clinics. Patients in extreme economic conditions may therefore not have been able to afford a virtual clinic visit.

To confirm the identity of a patient for a virtual clinic visit, we only allowed videoconferencing and not telephone calls. Videoconferencing has the advantage of the patient being able to confirm their identity. Furthermore, through teleconference software, the patient also has the autonomy to enter the virtual waiting room before their appointment time. In contrast, patients can simply wait for a call from the clinic if using the telephone as the modality of a virtual visit. Our data showed a shorter waiting time compared with conventional face-to-face visits. A retrospective study also showed that video visits were associated with fewer 90-day emergency department visits or hospitalizations compared with telephone visits as the modality of telemedicine for patients with heart failure, after adjusting for multiple predictors [23].

However, video-based virtual clinics require a minimum internet speed and camera resolution. Moreover, patients with chronic illnesses are mostly older adults, who may have lower levels of digital literacy. The use of teleconference equipment is not always straightforward for this patient group. Patients with hearing or cognitive dysfunction also have more difficulties in using these technologies [24]. The nurses in our telehealth center had to spend a lot of time instructing patients on how to use the software to perform the videoconference. Moreover, family members of the patients frequently had to ask for leave to stay at home and operate the video software and hardware to complete the virtual clinic visit. Video-based virtual clinics may also raise concerns regarding the security of patient information.

Performing a physical examination during a telephone-based virtual visit is almost impossible; however, it is still difficult during a video-based virtual clinic visit. A patient-assisted clinical examination guide has been proposed to help physicians evaluate physical signs during a videoconference [25]. However, only inspection and vital sign measurements can be reliably performed in a routine video-based virtual clinic visit. Novel technologies such as an electronic stethoscope, pulse oximeter, or wearable electrocardiography can only be used in certain conditions. This barrier may preclude the use of virtual clinic visits for the initial visit of a new patient [26].

Regulations in Taiwan require that a pharmacist must deliver medications directly to patients and explain their use to avoid medication error [27]. During the COVID-19 pandemic, this regulation has been upheld. Therefore, after a virtual clinic visit, patients or caregivers still had to go to the hospital to collect prescriptions and medications. In Taiwan, several hospitals including ours provide a drive-through collection method to help minimize contact between patients and pharmacists when collecting their medications. Novel pharmacy and drug delivery services are urgently needed in the near future to maximize the benefits of telehealth care during the COVID-19 pandemic [28,29].

There were several limitations to this study. First, the retrospective observational design of the study precludes any causal inference. Second, the data were collected at a tertiary medical center, which has accommodated many confirmed cases of COVID-19. The use of virtual clinics in a community hospital and primary care clinic cannot be determined from our data. Further analysis of the use of virtual clinics in other institutes is warranted to better understand the resource use and to facilitate better planning for future outbreaks. Finally, the study period was only 3 months, so the effects of current virtual clinic implementation on health outcomes over a longer time period are still not clear.

**Conclusion**

Our study demonstrated the implementation of video-based virtual clinics during the COVID-19 pandemic at a tertiary teaching hospital in Taiwan. Video-based virtual clinics minimized contact between patients and health workers, and saved the patients’ time both in waiting time and travel to the hospital. Video-based virtual clinics can be rapidly adopted at a medical center to provide continuous care during disease outbreaks. An increase in the number of confirmed COVID-19 cases heralded a surge in the use of the virtual clinic. However, efforts are still required to reduce the barriers for virtual clinic implementation.
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Abstract

Background: An iron infusion pathway using Ferrinject (ferric carboxymaltose) was implemented at Southend University Hospital for preoperative surgical patients with iron deficiency anemia undergoing major surgery. This was based on a treatment algorithm proposed by Munting and colleagues according to the international consensus statement on perioperative management of anemia and the UK National Institute for Health and Care Excellence (NICE) guidelines. These guidelines state that intravenous iron is indicated when oral iron is poorly tolerated or ineffective, there is insufficient time to surgery, or due to a functional iron deficiency.

Objective: The objective of this study was to evaluate the change in adult hemoglobin (Hb) concentration (g/L) after Ferrinject infusion at the time of surgery.

Methods: Data were retrospectively collected on all surgical patients that received an iron infusion preoperatively for iron deficiency anemia from July 2019 to April 2020. Nonsurgical, obstetric, and pediatric patients, and those without a postinfusion Hb level measurement were excluded. Data collected included the Hb, ferritin, and transferrin levels pre and postinfusion; correct dose of intravenous iron received; and any adverse reactions noted.

Results: Thirty-two surgical patients with iron deficiency anemia received intravenous iron between July 2019 and April 2020 prior to surgery. The average pre and post iron infusion Hb concentration across the cohort was 97 g/L and 114 g/L, respectively (18% increase; P=.001). Two (6%) patients had a posttransfusion Hb level ≥130 g/L prior to surgery after infusion. Nine patients had both a pre and postinfusion ferritin level recorded, which showed an increase from 12 ng/mL preinfusion to 94 ng/mL postinfusion (P=.02). Twenty-three (72%) patients did not receive the full dose of intravenous iron received; and any adverse reactions noted.

Conclusions: Intravenous iron is an effective intervention to improve the Hb concentration in patients with iron deficiency anemia despite the majority of patients not receiving the full dose based on their baseline Hb level and weight. Increasing the interval time between infusion and surgery was associated with a greater increase in Hb, with only a minimal increase observed if given less than 2 weeks prior to surgery.
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**Introduction**

Preoperative optimization is fundamental to improving surgical outcomes, with correction or improvement in iron deficiency anemia (IDA) being an important aspect in the preoperative management of patients undergoing major elective surgery [1]. This has resulted in a large drive across the United Kingdom for developing perioperative iron infusion pathways. Large studies have shown that approximately 40% of patients presenting for major surgery were anemic, with iron deficiency accounting for 80% of these cases [2].

We conducted a preliminary audit to determine the prevalence of IDA in patients undergoing major surgery at Southend University Hospital (Southend on Sea, UK) in 2018. We identified that 32% (52/167) of patients were anemic, when defined as a hemoglobin (Hb) level of <130 g/L for both men and women. Out of the 15 patients with available hematinsics in the audit, 80% were shown to have IDA.

This preliminary audit in conjunction with the body of evidence of the benefits of correcting anemia prior to surgery led to the development of a local preoperative iron infusion pathway in 2019 for IDA. This was guided by the international consensus statement on the perioperative management of anemia and National Institute for Health and Care Excellence (NICE) guidelines [3,4]. We acknowledge that since the setting up of the pathway, the release of the results of the PREVENTTT trial has raised a debate as to whether iron infusions to increase Hb levels improve clinical outcomes, although the average increase in Hb levels in the study was only 5 g/L [5,6].

In this local pathway, patients who were identified as having IDA during preoperative assessment were given an intravenous iron infusion in the form of Ferrinject (ferric carboxymaltose). The dose of Ferrinject, in grams, is based on weight and the starting Hb level (g/L). For an Hb level <100 g/L, the dose is 1.5 grams if the body weight is <70 kilograms and the dose is 2 grams if the body weight is >70 kilograms. If the Hb level is >100 g/L, the dose is 1 gram if the body weight is <70 kilograms and the dose is 1.5 grams if the body weight is >70 kilograms. A maximum dose of 1 gram can be given per infusion [6].

The objective of this study was to assess the impact of this formalized IDA preoperative pathway on the change in Hb concentration for patients with IDA undergoing major elective surgery.

**Methods**

Adult surgical patients with IDA who received an intravenous iron infusion preoperatively through the pathway following its introduction in 2019 over a 9-month period were included in the study. Nonsurgical, obstetric, and pediatric patients were excluded. Patients were also excluded if there were no documented post iron infusion Hb levels.

Data were collected using electronic clinical records and laboratory results. Data collected included: patient demographics, pre and post iron infusion blood results (Hb, ferritin, and transferrin saturations), timing of infusion prior to surgery, whether the correct dose of Ferrinject was administered (as per the guideline), and if any adverse reactions to the infusion occurred. Preassessment proformas were assessed to determine if patients received oral iron in the preoperative period and the hospital’s blood bank checked to see if any blood transfusions were administered in the period leading up to surgery.

The primary objective was to assess the change in Hb concentration following an intravenous iron infusion of Ferrinject for patients with IDA undergoing major elective surgery. This was further analyzed to measure the change in Hb with respect to the length of time that the infusion was administered prior to surgery to assess the effects of earlier administration.

The secondary measures were the change in ferritin concentration post infusion, proportion of patients who received the correct dose of intravenous iron (Ferrinject), proportion of patients with an Hb level >130 g/L at the time of surgery, and whether there were any adverse effects to the infusion.

Statistical analysis was performed using a paired Student t test following assessment for normality using the Kolmogorov-Smirnov test and the 95% CI. Statistical significance was defined as P<.05.

This study was approved by the hospital Trust’s Research and Development department. As no identifiable patient information was collected, patient consent was not required.

**Results**

Thirty-five adult surgical patients received an intravenous iron infusion through the preoperative IDA pathway between July 2019 and April 2020. Three were excluded due to unavailable data. Baseline characteristics are summarized in Table 1. The median age was 65 years and the majority were men. The most common type of surgery performed by specialty was general surgery, followed by urology, gynecology, orthopedics, and combined general surgery/gynecology. There was no documentation of any patient receiving oral iron or a blood transfusion in the preoperative period.
### Table 1. Baseline characteristics of the patients.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of infusions, n</td>
<td>35</td>
</tr>
<tr>
<td>Cases excluded, n</td>
<td>3</td>
</tr>
<tr>
<td>Total cases analyzed, n</td>
<td>32</td>
</tr>
<tr>
<td>Age (years), mean (range)</td>
<td>65 (25-88)</td>
</tr>
<tr>
<td>Baseline Hb(^a) (g/L), mean</td>
<td>97</td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>17 (53)</td>
</tr>
<tr>
<td>Pre and posttransfusion ferritin available, n</td>
<td>9</td>
</tr>
<tr>
<td>Preoperative oral iron, n</td>
<td>0</td>
</tr>
<tr>
<td>Preoperative blood transfusion, n</td>
<td>0</td>
</tr>
</tbody>
</table>

**Cases by specialty, n (%)**

- General surgery: 18 (56)
- Gynecology: 5 (16)
- General surgery/gynecology combined: 1 (3)
- Urology: 6 (19)
- Orthopedics: 2 (6)

\(^a\)Hb: hemoglobin.

For the primary outcome, the mean Hb level was increased from pre to post iron infusion by 18% on average for all cases. Significant increases were also found in the subanalyses for the <2 weeks group, 2 to 8 weeks group, and >8 weeks group. Overall, 75% of patients received an iron infusion >2 weeks prior to their surgery date, with an average increase in the Hb level of 22% compared to an increase of only 5% for those that received the iron infusion <2 weeks prior to surgery, representing a significant difference (Table 2).

### Table 2. Results for the primary outcome.

<table>
<thead>
<tr>
<th>Cases</th>
<th>Preinfusion Hb(^a) (g/L)</th>
<th>Postinfusion Hb (g/L)</th>
<th>Change in Hb (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>All cases</td>
<td>97</td>
<td>114</td>
<td>17 (11-23)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>&lt;2 weeks</td>
<td>103</td>
<td>108</td>
<td>5 (1-10)</td>
<td>.03</td>
</tr>
<tr>
<td>2-8 weeks</td>
<td>99</td>
<td>112</td>
<td>13 (2-24)</td>
<td>.03</td>
</tr>
<tr>
<td>&gt;8 weeks</td>
<td>91</td>
<td>121</td>
<td>30 (21-39)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>&gt;2 weeks</td>
<td>95</td>
<td>116</td>
<td>21 (13-28)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>&gt;2 weeks vs &gt;8 weeks</td>
<td>N/A(^b)</td>
<td>N/A</td>
<td>N/A</td>
<td>.03</td>
</tr>
</tbody>
</table>

\(^a\)Hb: hemoglobin.
\(^b\)N/A: not applicable.

With respect to the secondary outcomes (Table 3), preinfusion and postinfusion ferritin values were only available for 9 patients, demonstrating an overall mean increase. Three of the 32 patients exhibited a decrease in Hb at the time of surgery. Nine out of the 32 patients received the correct (full) dose of Ferrinject, and most of these patients were in the 2-8 weeks group, followed by the <2 weeks group and the >8 weeks group. Two patients had an Hb level of >130 g/L at the time of surgery post iron infusion, and there were no documented adverse effects to any of the infusions.
Table 3. Results for the secondary outcomes (N=32).

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Ferritin level (ng/mL), mean (95% CI)(^a)</strong></td>
<td></td>
</tr>
<tr>
<td>Preinfusion</td>
<td>12 (1.3-22)</td>
</tr>
<tr>
<td>Postinfusion</td>
<td>94 (32-156)</td>
</tr>
<tr>
<td>Increase</td>
<td>82 (20-145)</td>
</tr>
<tr>
<td><strong>Timing of intravenous iron before surgery, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;2 weeks</td>
<td>8 (25)</td>
</tr>
<tr>
<td>2 to 8 weeks</td>
<td>13 (41)</td>
</tr>
<tr>
<td>&gt;8 weeks</td>
<td>11 (34)</td>
</tr>
<tr>
<td>&gt;2 weeks</td>
<td>24 (75)</td>
</tr>
<tr>
<td><strong>Patients receiving a full dose of intravenous iron, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Overall</td>
<td>9 (28)</td>
</tr>
<tr>
<td>&lt;2 weeks</td>
<td>2 (25)</td>
</tr>
<tr>
<td>2 to 8 weeks</td>
<td>5 (39)</td>
</tr>
<tr>
<td>&gt;8 weeks</td>
<td>2 (18)</td>
</tr>
<tr>
<td>Patients with a decrease in Hb(^b), n</td>
<td>3 (9)</td>
</tr>
<tr>
<td>Patients with Hb &gt;130 g/L postinfusion, n (%)</td>
<td>2 (6)</td>
</tr>
</tbody>
</table>

\(^a\)P=0.02; data available for 9 patients.

\(^b\)Hb: hemoglobin.

**Discussion**

**Principal Findings**

Although we were only able to identify 35 infusions over the 9-month study period, our results demonstrate that earlier administration of intravenous iron results in a far greater rise in Hb levels before surgery than when the infusion is given closer to the surgery date, in particular less than 2 weeks before surgery. Although this result appears to be intuitive, we felt it was important to assess our service to monitor the potential expected change in the Hb levels of our patients. When given less than 2 weeks before surgery, if only a 5 g/L rise is expected, then this is very unlikely to provide a benefit in the perioperative period compared to the 21 g/L rise found for the >2 weeks group, which has a much higher chance of providing early perioperative benefits and may also benefit the patient postoperatively.

As intravenous iron infusions have gained motion in becoming a cornerstone in patient blood management, the PREVENTT trial has raised important questions as to whether there are any improvements in clinical outcomes in treating anemia before surgery with intravenous iron. The study, published in October 2020 [5], showed no decrease in mortality or units of red cells transfused, these patients may benefit postoperatively from improved iron stores and the ability to increase their Hb level. One of the positive signals from PREVENTT was that improving Hb levels perioperatively may decrease the risk of being readmitted to hospital; however, further studies are needed to validate this finding. Moreover, if a larger rise in Hb is required to provide an early perioperative benefit, then patients awaiting elective surgery—such as in elective orthopedics where waiting times far exceed 8 weeks—may show a positive benefit, as evidenced by the increase in Hb of approximately 30 g/L for the group who received an infusion over 8 weeks before surgery.

There were three patients that showed a drop in Hb at the time of surgery. All of these patients were undergoing major cancer surgery (two were resections for bowel cancer and the other was a cystectomy); thus, we can only postulate as to whether this was due to failure of treatment, ongoing blood loss, or another underlying mechanism.

In our hospital, we have been using Ferrinject for our intravenous iron infusions, which has a maximal dose of 1 gram per infusion. Dosing is based on the starting Hb concentration and ideal body weight [9]. The majority of patients will require two infusions to receive the correct dose of intravenous iron with Ferrinject. Only a patient with a starting Hb >100 g/L and a body weight <70 kilograms can receive the full dose from one
infusion as it would be 1 gram. A solution to this would be to switch to using ferric derisomaltose (Monofer) where a dose of up to 2 grams can be given per infusion [10]. Thus, switching to Monofer, in which the full intravenous iron dose can be given in a single administration, would provide cost savings to our service through not requiring two sessions to administer the full dose, thereby freeing up clinic time to provide additional treatments and easing the burden on patients in not having to come back for a second infusion. The raw cost of a vial of Ferrinject and Monofer is very similar. Calculations from the British National Formulary estimate a dose of 1, 1.5, and 2 grams costing £154.23 (≈US $230) vs £169.50 (≈US $230), £250 (≈US $338) vs £254 (≈US $344), and £309 (≈US $418) vs £339 (≈US $458), respectively [11].

Despite concerns raised regarding the safety profile of intravenous iron in the past, it was a positive finding that there were no documented adverse effects in any of the 32 infusions. Although our study is too small to make any meaningful conclusion on safety, a meta-analysis published in 2015 including 10,000 patients treated with different forms of iron replacement also found no increased risk of serious adverse effects with intravenous iron [12].

Out study does have several limitations, in particular the smaller than expected sample size after the preliminary audit. There is also the possibility of confounding factors; although we did attempt to remove these by checking if patients were taking oral iron or received a preoperative blood transfusion from the hospital records and prescriptions, we cannot completely rule out that they were not taking any iron supplementation that had not been prescribed, changed their dietary intake, or received a blood transfusion at another hospital.

Conclusions

With this study, we believe that we have shown that intravenous iron is an effective treatment option for increasing Hb levels in IDA when given an appropriate timeframe to take effect and despite the majority of patients not receiving the full dose. An iron infusion should ideally be given greater than 2 weeks before surgery to achieve a clinically significant increase in the preoperative Hb concentration. At our hospital, a large proportion of surgical patients with IDA are not referred for intravenous iron and those that are tend to be underdosed when using Ferrinject. Our service will likely benefit from switching to Monofer or by improving pathways to allow patients to receive two infusions before their surgery.

Further study is required to fully quantify the rate of Hb increase and to determine whether increasing Hb levels preoperatively and increasing postoperative iron stores effectively decreases the number of blood transfusions required and improves postoperative outcomes.
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Abstract

**Background:** Traumatic brain injury (TBI) is one of the leading causes of death in pediatric patients. Continued recruitment of pediatric TBI participants into a biobank amidst the COVID-19 pandemic not only necessitates adaptive changes to traditional recruitment methods but also requires an evaluation of emergency department (ED) utilization by TBI-presenting patients.

**Objective:** The primary objective of this exploratory retrospective study was to evaluate pediatric TBI-related ED utilization during the pandemic. The secondary objective was to appraise the efficacy of the research team’s internal screening processes.

**Methods:** Potential participants (ie, individuals who met all inclusion criteria and would be approached by a consenter) were screened from an ED’s electronic health record system. Data regarding their visit were recorded in a Health Insurance Portability and Accountability Act–compliant manner, which were cleaned through Google Sheets. Cleaned data were then coded as either a screening variable or a hospital utilization variable to examine the effects of the pandemic on internal operations and hospital utilization patterns. The variables were compared between select months during the pandemic in 2020 to analogous months in 2019 in the R programming language via the two-sample Student t test and the Mann-Whitney-Wilcoxon rank-sum test.

**Results:** The sample (N=2321) consisted of 1245 entries from 2019 and 1076 entries from 2020. A significantly greater proportion of potential participants (P<.001) were identified in 2020 (222/633, 35.1%) than in 2019 (195/908, 21.4%). A significantly greater proportion of potential participants (P<.001) had a visit reason indicative of a TBI in 2020 (181/222, 81.5%) than in 2019 (103/195, 52.8%). A significantly greater proportion of these injuries (P=.02) occurred inside (39/181, 21.5%) in 2020 than in 2019 (11/103, 10.7%). No significant difference was found across the mechanism of injury categories reported for potential participants between 2019 and 2020. Potential participants were significantly older (P=.006) in 2019 (mean 8.93 years) than in 2020 (mean 7.31 years).

Screeners spent significantly longer (P=.03) to identify potential participants in March 2020 (55 minutes) than in March 2019 (32 minutes), but spent significantly less time (P=.01) to do so in July 2020 (22 minutes) than in July 2019 (42 minutes). Screening coverage was significantly lower (P<.001) in March 2020 (241.8 hours) than in March 2019 (346.5 hours). Screening coverage was significantly greater (P<.001) in April 2020 (611.5 hours) and July 2020 (513.5 hours) than in April 2019 (470.5 hours) and July 2019 (404.3 hours), respectively.

**Conclusions:** There was a significant increase in the rate of incoming TBI cases to the ED during the COVID-19 pandemic, warranting continued enrollment with added safety measures. Additionally, refinement of internal processes improved the accuracy
of data collection. As demonstrated in this study, researchers can leverage ongoing data collection to facilitate process improvements and evaluate the impact of unexpected global events on their research.

doi:10.2196/29513
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Introduction

Traumatic brain injury (TBI) is defined as an alteration in brain function or pathology caused by an external force [1]. TBIs most frequently result from contact sport injuries, falls, and motor vehicle accidents (MVAs) [2]. The clinical diagnosis of TBI is made through observation of symptoms, including neurological deficits, loss of consciousness, memory loss surrounding the event, or alteration in mental state at the time of injury [2]. TBIs are more common in the age groups of 0–4 years, 15–19 years, and ≥75 years, indicating that a large majority of TBI occurrences are found in the pediatric population; notably, TBI is the leading cause of death or other negative outcomes in the pediatric population [3].

Over 812,000 emergency department (ED) visits for pediatric TBI occurred in 2014, suggesting that many parents or guardians may bring their child to the ED first, instead of making an appointment with their primary health care provider [4]. Additionally, significant increases in ED visits for pediatric TBI suggest that there are more focused efforts in referring children with suspected TBI primarily to the ED [5]. However, there remains an important gap regarding how to maximize recruitment of ED patients into pediatric TBI biobanks. This knowledge gap has only widened with the development of COVID-19. The parent study, which actively recruited pediatric TBI patients into biobanks, initially halted recruitment because in-person enrollment was critical for proper consent and biospecimen procurement; however, the research team has maintained existing digital screening efforts to identify potential participants, as described in the Methods section below. It is critical to continue TBI research in pediatric populations while additionally examining the effects of the pandemic on health system utilization.

Emerging research is exploring the effect of the pandemic on health system utilization. One recent study showed that the pandemic delayed access to pediatric care in Italy, with parental hesitation surrounding viral exposure being a commonly reported deterrent [6]. Similarly, an Austrian observational study noted an unexpected decline in hospital admissions for people with acute coronary syndrome during the COVID-19 pandemic [7]. The authors of that study posited that the observed decrease was influenced by several factors, including fear of infection and strict stay-at-home orders. The reduced use of medical services during a public health crisis is not a new phenomenon. The impact of COVID-19 on medical admissions and research recruitment parallels that of the experience during the 2003 severe acute respiratory syndrome (SARS) outbreak. A Taiwanese study reported large reductions in inpatient care expenditures at the height of the 2003 SARS outbreak, followed by a return to usual levels toward the end of the pandemic, ultimately suggesting that the fear of disease influenced the degree to which people sought care [8]. However, despite these studies, there are insufficient data regarding how the COVID-19 pandemic is specifically impacting the rates of TBI-presenting patients in the ED in the United States.

It is important to understand the effects of the pandemic on ED utilization because pediatric TBI research is a tremendously understudied field. In the parent study, pediatric TBI patients were recruited into a biobank. The biomarkers of these participants were analyzed following blood sample collection. Recruitment of patients occurred within the ED and the research team was unsure how the pandemic would affect the presentation of eligible cases. Furthermore, the COVID-19 pandemic may impact the occurrence of TBI in ways that are not yet understood. For example, the cancellation of school sporting events could lead to a reduction in TBI occurrence (eg, cancellation of contact sports); however, children staying at home due to school closures could lead to an increase in TBI occurrence (eg, rough-housing). There remains a gap in the current literature studying the aforementioned issue surrounding ED utilization in the context of TBI occurrence patterns. To address this gap, the purpose of this study was two-fold. The primary objective was to evaluate changes in ED utilization operationalized by (1) occurrence, (2) location of injury, (3) mechanism of injury (MOI), and (4) age of TBI-presenting patients through relevant electronic health records (EHRs) screened during the pandemic (2020) and the year prior (2019). The secondary objective was to evaluate the efficacy of the research team’s internal screening processes amidst the pandemic.

Methods

Ethics Committee Approval

Approval was obtained from The University of Texas at Austin Institutional Review Board (protocol number 2018-04-0018).

Recruitment

This study is a secondary analysis from a larger parent study; the detailed recruitment process is described in Section 2.1 in a previous publication [9] and is resummarized schematically in Figure 1. The parent study, which actively recruited participants from July 2018 to March 2020, focuses on advancing the pediatric TBI knowledge base by analyzing biomarkers in the blood samples of individuals 5–16 years of age who have sustained a TBI and uses pediatric orthopedic injuries as controls.
Enrollment entails a two-step process: screening and consenting. Screeners and consenters obtain Health Insurance Portability and Accountability Act (HIPAA) and Collaborative Institutional Training Initiative certifications prior to accessing patient records. The visit reasons and individual patient charts from the ED census and individual EHRs were used to screen 2321 candidates between March 2019 and August 2020. Relevant data collected from the months of March, April, and July were compared across the 2 years. Screening inclusion criteria included (1) aged 5-16 years, (2) sustained a head injury, and (3) the injury occurred within the last 24 hours. If a candidate did not meet these criteria, they were excluded from any subsequent steps of the recruitment process, as outlined in detail in the previous publication [9]. The charts of candidates deemed potentially eligible were opened in compliance with the HIPAA. A form is completed for screened individuals that reflects when and why the chart was opened. These form responses are aggregated and made available for data abstraction as needed.

Once a candidate is identified, the screener updates any other on-call screeners of the newly identified candidate via Slack, a channel-based messaging platform. Communication via Slack allows for any uncertainties to be resolved, prevents miscommunication with other screeners on-call, and avoids duplicate responses. Under normal circumstances, the consenter on-call will also be notified of a candidate via a screener’s Slack message. The screener and consenter may continue a private-messaging conversation to exchange any further necessary communication in a HIPAA-compliant manner. Subsequently, under normal circumstances, the consenter begins to collect data for the parent study. This consists of three time points: (1) baseline, the day participants were consented and enrolled into the study; (2) 3 months postinjury and enrollment; and (3) 6 months postinjury and enrollment. At each time point, the participant provided a blood sample once at baseline and a saliva sample once at 6 months. However, the COVID-19 pandemic required an adapted recruitment strategy, namely the continuation of screening and the halting of consenting practices and participant enrollment.

**COVID-19 Implications**

COVID-19 was designated a global pandemic by the World Health Organization (WHO) on March 11, 2020. The recruitment site affiliated with the parent study halted in-person research activities that did not provide a direct benefit to participants on March 13, 2020. In addition, the National Institutes of Health recommended limiting research-related study visits and nonessential travel [10]. These guidelines contributed to the research team’s decision to halt the consenting process to (1) reduce overall exposure and (2) allow pediatric health care teams to focus on emergent issues without extraneous research activities taking place. Screening, an inherently remote process via the online EHR system, continued with slight modifications. Under normal circumstances, the clinical research team would optimize screener-consenter shift coverage.

Although the team was not consenting candidates, screening served as an accessible avenue for the research study to progress amidst the pandemic and to evaluate the efficacy of newly implemented screening protocols and training. An updated screening training module was created to clarify the scope of the study by refining the inclusion criteria. One such clarification was that if a candidate meets the inclusion criteria but is out of the age range, the screening Google Form should be recorded but the EHR chart should remain unopened. A question was added to the form to identify whether or not a candidate was screened during the COVID-19 pandemic.

**Operationalization and Processing of Variables**

Nine variables were examined to determine the effects of the pandemic on internal operations and hospital utilization patterns. The variables used to examine effects on hospital utilization patterns for potential participants were: (1) type of injury, (2)
The location of injury, (3) MOI, and (4) age. The variables used to examine effects on internal operations were: (1) screened charts, (2) screening coverage, (3) identified candidates, (4) identified potential participants, and (5) identification time. Next, records that did not indicate a potential participant were discarded for the scope of the analyses. The ED visit reasons for the remaining records were broken down into two major categories: (1) “TBI,” representing records that directly indicated a TBI (eg, “TBI,” “Closed Head Injury [CHI],” “Head Trauma”); and (2) “TBI-related orthopedic injuries,” representing records that indicated orthopedic injuries that may have been related to a TBI (eg, “Jaw Injury,” “Forehead Contusion”). From these two major categories, the mechanisms of injury were narrowed down to six of the most commonly reported categories: (1) “Fall,” (2) “MVA,” (3) “Strike,” (4) “Assault,” (5) “Unknown,” and (6) “Other.”

The mechanisms of injury written by screeners also included a description of the injury, from which information about the location could be extracted. This was a secondary variable that was created and split into three categories: (1) “Outdoor Injuries,” (2) “Indoor Injuries,” and (3) “Unknown.” The categories were determined by certain key words included in the description. “Inside” injuries for 2019 were classified as being inside at any location (eg, school, office space, private residence). “Outside” injuries for 2019 were classified as any injury that did not occur inside a building (eg, trampoline fall in backyard, MVA). For example, a description of “CHI on playground while running” indicated an outdoor injury, as playgrounds are located outside, and a description of “Slipped and hit head on bed” would indicate an indoor injury, as beds are located inside a building. The breakdown of each variable and their operational definitions are provided in Table 1 and Table 2.

Table 1. Screening variables.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Operationalization</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>Screened charts</td>
<td>The total number of screened charts during a given time period</td>
<td>N/A</td>
</tr>
<tr>
<td>Screening coverage</td>
<td>The number of hours spent screening per month as a proportion of the total number of hours in a given month; the higher the percentage, the better the screening coverage</td>
<td>(Total number of hours spent screening/total number of hours in a given month) × 100</td>
</tr>
<tr>
<td>Identified candidates</td>
<td>A person who presented to the ED whose census data suggest a potential traumatic brain injury and justify opening a screened chart under Health Insurance Portability and Accountability Act guidelines</td>
<td>Proportion of candidates=total number of opened charts/total number of opened charts</td>
</tr>
<tr>
<td>Identified potential participants</td>
<td>An individual who, following further chart review, continues to meet the inclusion criteria and would be approached by a consenter</td>
<td>Proportion of potential participants=total number of potential participants/total number of opened charts</td>
</tr>
<tr>
<td>Identification time</td>
<td>Length of stay in the ED of a potential participant recorded by the screener at the time of identification, which can reflect how quickly a screener can identify a potential participant; a shorter length reflects a quicker identification time</td>
<td>N/A</td>
</tr>
</tbody>
</table>

a Screening variables are defined as variables that provide information about screening patterns from data collected from the emergency department census and individual electronic health records.
b N/A: not applicable.
c March and July have 31 days, whereas April has 30 days; thus, the total proportion of hours screened was calculated using 744 and 72 total monthly hours for these months, respectively.
d ED: emergency department.
Table 2. Hospital utilization variables.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Operationalization</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>The average age of potential participants during a given time period</td>
<td>Age was treated as a continuous variable since average age was calculated between 2019 and 2020; therefore, no groupings were used</td>
</tr>
<tr>
<td>Type of injury</td>
<td>ED\textsuperscript{b} visit reasons classified into the following two subcategories: (1) indication of possible TBI and (2) indication of orthopedic injury possibly related to a TBI</td>
<td>(1) examples include closed head, injury, syncope, and headache; (2) examples include jaw injury, forehead or facial contusion, and cervical spine injury</td>
</tr>
<tr>
<td>Mechanism of injury</td>
<td>Collected from the description of the injury and classified into the following five subcategories: (1) fall, (2) motor vehicle accident (MVA), (3) strike, (4) assault, and (5) unknown</td>
<td>A mechanism of injury classified as “unknown” is defined as occurring in an unspecified manner due to lack of details in the EHR\textsuperscript{d}</td>
</tr>
<tr>
<td>Location of injury</td>
<td>Collected from the description of the injury and classified into the following three subcategories: (1) inside, (2) outside, and (3) unknown</td>
<td>(1) defined as occurring inside at any location (eg, office space, school, private residence); (2) defined as occurring at any defined location other than those defined above as “inside,” such as office space, school, private residence (eg, MVA, riding a bike); (3) defined as occurring in an unspecified location due to the lack of details in the EHR (eg, punch to the head, hit wall, fall from syncope, hit in the back of the head by elbow)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Hospital utilization variables are defined as variables that provide information about hospital utilization patterns with data collected only from the potential participants’ electronic health record.

\textsuperscript{b}ED: emergency department.

\textsuperscript{c}TBI: traumatic brain injury.

\textsuperscript{d}EHR: electronic health record.

Analysis

Screening data were deidentified according to HIPAA guidelines before being recorded and collected through Google Forms, which compiled each screened individual’s collected information into a single “record.” These records were displayed as rows on the imported Google Sheets corresponding to the responses collected through the Google Form. Information not pertaining to data analyses, such as “Screener Name” or “Glasgow Coma Scale Score,” were omitted. Sex was omitted in the analysis because previous screening forms did not collect the participant’s sex before all inclusion criteria were met. Thus, if inclusion criteria were not met, sex, ethnicity, and race were not recorded in the screening form, resulting in incomplete records, which were not used. Screening form responses were downloaded from Google Forms and imported into Google Sheets. The values were then standardized and cleaned of erroneous values, missing data, and duplicate form responses through data-matching methods. Form response time stamps were compared to the potential participant’s time of arrival, MOI, and age to ensure duplicates were removed and missing data were then completed. The Control+F function served to find responses that had similar characteristics so that the data could be manually reviewed one final time. Thus, the records used for analysis contained no missing data and analyses were performed using complete data sets. The sample size for the analyses was determined after (1) discarding all incomplete records and (2) including only those records that indicated potential participants and candidates, as needed for the analysis. For the purposes of this study, a candidate is defined as a person who presented to the ED whose census data suggest a potential TBI and justify opening a screened chart under HIPAA guidelines. A potential participant is defined as an individual who, following further chart review, continues to meet inclusion criteria and would be approached by a consenter.

Google Sheets was also used to tabulate the frequency of the following variables pertaining only to potential participants: (1) type of injury, (2) MOI, and (3) location of injury. Since the WHO declared COVID-19 a pandemic in March of 2020, data analysis was restricted to the 6-month period between March and August of 2020; analogous data from 2019 were used to compare cumulative responses. The second comparison was performed between specific months corresponding to state-wide mandates from 2020 and 2019, as shown in Table 3. This comparison was performed for the specific months of March, April, and July between 2020 and 2019, as these months corresponded to state-wide COVID-19 mandates, as referenced in Table 1. An α value of .05 was used as the a priori cutoff for statistical significance.

All comparisons were assessed in the R programming language [11], using the two-sample Student t test and the Mann-Whitney-Wilcoxon rank-sum test to determine any significant differences in the following variables between the years 2019 and 2020: (1) screened charts, (2) identification time, and (3) average age of potential participants. Screening coverage was calculated, by hand, using Google Calendar to track and record screening hours. A two-proportion z test was used to compare the hours spent screening and the rates of candidates and potential participants between 2019 and 2020. For potential participants whose visit reason was indicative of a TBI, a two-proportion z test was also used to compare the frequencies of MOI, types of injury, and location of injury between 2019 and 2020. The Shapiro-Wilk test was used to determine normality of the two samples and to select the appropriate statistical test (ie, Mann-Whitney-Wilcoxon rank-sum test for samples not normally distributed and Student t test for normally distributed samples). Further, an F-test was performed to confirm equal variance of normally distributed samples. Unequal
variances were addressed by performing the Welch t test. Google Sheets and Canva were used to create data visualizations.

Table 3. Timeline of mandates issued by the state of Texas regarding COVID-19 [12].

<table>
<thead>
<tr>
<th>Date</th>
<th>Protocol implemented</th>
</tr>
</thead>
<tbody>
<tr>
<td>March 24, 2020</td>
<td>The Stay at Home or Place of Residence order became effective as of 11:59 PM. The first executive order was signed, which banned gatherings of 10+ people, closed dine-in restaurants and schools, and limited visitations to long-term care centers.</td>
</tr>
<tr>
<td>April 17, 2020</td>
<td>Texas Governor Greg Abbott issued an executive order that in part calls for schools to remain closed for the remainder of the academic year [13].</td>
</tr>
<tr>
<td>May 1, 2020</td>
<td>The reopening process began with 25% capacity at most stores and restaurants.</td>
</tr>
<tr>
<td>June 26, 2020</td>
<td>Lockdown orders were reimplemented, with capacity being dropped to 50% at most locations and bars being shut down. Six days later, a mask mandate was instituted.</td>
</tr>
</tbody>
</table>

Results

In total, 1245 screening form entries from 2019 and 1076 screening form entries from 2020 were analyzed. Table 4 provides comparisons of different screening variables between analogous months. The proportion of candidates in 2019 was significantly greater than that in 2020 ($P<.001$). Specifically, the proportion of candidates in April 2019 was significantly greater than that in April 2020 ($P=.01$). The proportion of potential participants in 2019 was significantly lower than that in 2020 ($P<.001$). The proportions of potential participants across all measured time points in April, March, and July were significantly lower in 2019 than in 2020, as seen further in Table 4. The average age of potential participants was significantly older in 2019 by 1.62 years ($P=.006$).

Table 4. Screening and hospital utilization patterns.$^a$

<table>
<thead>
<tr>
<th>Time period</th>
<th>Proportion of screening hours$^b$</th>
<th>Total screened charts, n</th>
<th>Total opened charts, n</th>
<th>Proportion of candidates, %</th>
<th>Proportion of potential participants, %</th>
<th>Total length of stay (minutes)</th>
<th>Mean age of potential participants (years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>All months (March, April, and July)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2019</td>
<td>2392</td>
<td>1245</td>
<td>908</td>
<td>72.9</td>
<td>21.4</td>
<td>37</td>
<td>8.93</td>
</tr>
<tr>
<td>2020</td>
<td>2783.8</td>
<td>1076</td>
<td>633</td>
<td>58.8</td>
<td>35.1</td>
<td>35</td>
<td>7.31</td>
</tr>
<tr>
<td>$P$ value</td>
<td>.09</td>
<td>.38</td>
<td>.05</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.48</td>
<td>.006</td>
</tr>
<tr>
<td>March</td>
<td>46.6</td>
<td>284</td>
<td>218</td>
<td>76.8</td>
<td>23.9</td>
<td>32</td>
<td>10</td>
</tr>
<tr>
<td>2019</td>
<td>32.5</td>
<td>66</td>
<td>46</td>
<td>69.7</td>
<td>43.5</td>
<td>55</td>
<td>10</td>
</tr>
<tr>
<td>$P$ value</td>
<td>&lt;.001</td>
<td>.07</td>
<td>.08</td>
<td>.30</td>
<td>.006</td>
<td>.03</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>April</td>
<td>65.3</td>
<td>214</td>
<td>157</td>
<td>73.4</td>
<td>17.2</td>
<td>36</td>
<td>10.22</td>
</tr>
<tr>
<td>2019</td>
<td>84.9</td>
<td>188</td>
<td>117</td>
<td>62.2</td>
<td>29.9</td>
<td>33</td>
<td>9.63</td>
</tr>
<tr>
<td>$P$ value</td>
<td>&lt;.001</td>
<td>.09</td>
<td>&lt;.001</td>
<td>.01</td>
<td>.01</td>
<td>.77</td>
<td>.43</td>
</tr>
<tr>
<td>July</td>
<td>54.3</td>
<td>134</td>
<td>91</td>
<td>67.9</td>
<td>26.4</td>
<td>42</td>
<td>8.23</td>
</tr>
<tr>
<td>2019</td>
<td>69</td>
<td>209</td>
<td>125</td>
<td>59.8</td>
<td>39.2</td>
<td>22</td>
<td>9.43</td>
</tr>
<tr>
<td>$P$ value</td>
<td>&lt;.001</td>
<td>.22</td>
<td>.42</td>
<td>.16</td>
<td>.07</td>
<td>.01</td>
<td>.37</td>
</tr>
</tbody>
</table>

$^a$See Table 1 and Table 2 for definitions and formulas for each variable.

$^b$Presented as total raw numbers screened for the respective analyzed months for the All Months category and as percentages (raw number/total number of hours) for the individual month categories.

Table 5 displays a comparison of the different types of injuries that were reported for potential participants through the ED census. There was a significantly greater number of potential participants who had visit reasons explicitly indicating a TBI ($P<.001$) and those with an orthopedic injury possibly related to a TBI ($P=.002$) in 2020 than for those who came into the ED for the same reasons in 2019, respectively. Table 5 also displays the general location that potential participants were injured in (ie, outside, inside). There were significantly more injuries that occurred inside in 2020 than those in 2019 ($P=.02$). When examining the various MOI, no significant differences were found between 2019 and 2020. There was a higher frequency of visit reasons indicating an MOI of the Fall and Strike categories in 2020 than in 2019; however, these differences...
were not statistically significant. A detailed comparison of the MOI during the months of interest across the 2 years can be found in Figure 2.

One key finding was that approximately 55 minutes passed before a screener identified a candidate in March 2020, which was significantly slower than the 32 minutes that passed in March 2019 ($P=.03$). Approximately 22 minutes passed before a screener identified a candidate in July 2020, which was significantly faster than the 42 minutes that passed in July 2019 ($P=.01$). A total of 241.8 hours were utilized for screening in March 2020, which was significantly less than the 346.5 hours utilized for screening in March 2019 ($P<.001$). In April 2020, 611.5 hours were utilized for screening and 513.5 hours were utilized in July 2020. Both of these monthly totals were significantly greater than the total hours utilized for screening in the analogous months in 2019: 470.5 hours in April ($P<.001$) and 404.3 hours in July ($P<.001$).

Table 5. Emergency department (ED) visit reason, mechanism of injury, and location of injury of potential participants.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>2019$^a$ frequency, n (%)</th>
<th>2020$^a$ frequency, n (%)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>ED visit reason</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total participants$^b$, n</td>
<td>195</td>
<td>222</td>
<td>N/A$^c$</td>
</tr>
<tr>
<td>TBI$^d$</td>
<td>103</td>
<td>181</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>TBI-related orthopedic injury$^e$</td>
<td>3</td>
<td>18</td>
<td>.002</td>
</tr>
<tr>
<td><strong>Mechanism of injury</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total participants, n</td>
<td>103</td>
<td>181</td>
<td>N/A</td>
</tr>
<tr>
<td>Fall</td>
<td>47 (45.6)</td>
<td>104 (57.5)</td>
<td>.07</td>
</tr>
<tr>
<td>MVA$^f$</td>
<td>4 (3.9)</td>
<td>13 (7.2)</td>
<td>.39</td>
</tr>
<tr>
<td>Strike</td>
<td>32 (31.1)</td>
<td>37 (20.4)</td>
<td>.06</td>
</tr>
<tr>
<td>Assault</td>
<td>3 (2.9)</td>
<td>3 (1.7)</td>
<td>.78</td>
</tr>
<tr>
<td>Unknown</td>
<td>17 (16.5)</td>
<td>23 (12.7)</td>
<td>—$^g$</td>
</tr>
<tr>
<td>Other</td>
<td>0 (0)</td>
<td>1 (0.5)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Location of Injury</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total participants, n</td>
<td>103</td>
<td>181</td>
<td>N/A</td>
</tr>
<tr>
<td>Inside injuries</td>
<td>11 (10.7)</td>
<td>39 (21.6)</td>
<td>.02</td>
</tr>
<tr>
<td>Outside injuries</td>
<td>49 (47.6)</td>
<td>77 (42.5)</td>
<td>.38</td>
</tr>
<tr>
<td>Unknown location</td>
<td>43 (41.7)</td>
<td>65 (35.9)</td>
<td>—</td>
</tr>
</tbody>
</table>

$^a$The years of 2019 and 2020 in this subanalysis are defined to be the months of March, April, and July of each year, respectively.

$^b$Indicates the total number of flagged potential participants, including those in the non-TBI-related orthopedic injury and unknown categories, which were not included for comparison.

$^c$N/A: not applicable.

$^d$TBI: traumatic brain injury.

$^e$These visit reasons include orthopedic injuries that may be related to a TBI (eg, jaw injury, forehead contusion).

$^f$MVA: motor vehicle accident.

$^g$Statistical analysis was not possible for unknown groups since this was an indefinite category.
Discussion

Principal Findings

Regarding ED utilization patterns, significantly older patients were flagged as potential participants in 2020 than in 2019. Significantly more potential participants came into the ED with TBI or TBI-related injuries in 2020 than in 2019, and the MOIs for these potential participants were not significantly different between the two years. There were varying outcomes among the analyzed months regarding evaluation of the efficacy of the internal screening process. Generally, positive effects of the change in internal screening protocols were evident, as measured by analyzed variables such as total screened charts, total opened charts, length of stay (LOS), and total hours spent screening. These findings are discussed in detail further.

The novelty of this study lies in the quick adaptation of the research team’s previously established ED tracking protocol to identify potential participants, allowing for examination of the novel effects of the pandemic on ED utilization. Although the research team was no longer consenting and enrolling participants, the internal screening processes proved to be beneficial during the pandemic as the screening could occur concomitantly amidst state-regulated mandates (eg, stay-at-home orders, social distancing recommendations). Although many research studies halted procedures during the pandemic, the preexisting structure of the parent study allowed the research team to examine ED utilization patterns and evaluate the adaptability of the established screening processes with minimal changes to the existing modality.

ED Utilization Patterns

The average age of a potential participant was significantly older in 2020 (8.93 years) than in 2019 (7.31 years) by approximately 1.5 years \((P=.006)\). Notably, in 2019 and 2020, the average age fell in the middle childhood range (6-8 years) as defined by the Centers for Disease Control and Prevention (CDC) [14]. One study noted that children who suffered a TBI during this critical developmental stage were vulnerable to poorer cognitive outcomes as compared to children in other developmental stages [15]. This finding could be related to the level of health care avoidance that is seen in parents during the pandemic, as several studies have supported this hypothesis [16,17]. Although further details about the profiles of such parents are yet to be studied in the United States, it can be hypothesized that parents may be more hesitant to bring a younger child into the ED, which might be perceived as a high-risk environment.

Significantly more potential participants came into the ED with either a TBI \((P<.001)\) or TBI-related orthopedic injuries \((P=.002)\) in 2020 than in 2019, as seen in Table 5. In response to an executive order issued by Texas Governor Greg Abbott calling for all schools to remain closed for the remainder of the 2020 academic year, all nine independent school districts in the Austin area transitioned to online learning, forcing many students to conduct their education at home [13]. Child sports play activity also decreased after lockdown measures, leading to increased home-based activities [18]. It is hypothesized that quarantine measures may have increased TBI or TBI-related orthopedic injuries that occurred at home. This hypothesis is supported by the significant increase in injuries that occurred inside in 2020 when compared with those in 2019 \((P=.02)\).

The proportion of the various MOIs seen in Table 5 from potential participants who came in for a TBI did not significantly differ between years. The lack of significance in the proportion of MVAs reported as the MOI in 2020 when compared to 2019 is interesting, as there were fewer MVAs reported in Austin according to one study [19] and notably less traffic occurring in 2020 overall. There was 40% less traffic congestion recorded in response to the Declaration of State Disaster issued on March 13, 2020, as an effort to “mitigate the spread of COVID-19,” when compared to the same day in 2019 [20]. The more severe order of restriction, Stay at Home or Place of Residence, became effective March 24, 2020, resulting in 70% less traffic per day on average, which continued to be true throughout April (76.46%) and July (71.84%), following the significant events described in Table 3.

---

Figure 2. Mechanism of injury classifications of potential participants in March, April, and July of 2019 vs 2020.

![Figure 2](https://www.i-jmr.org/2022/1/e29513)
Evaluating the Efficacy of Internal Screening Processes

The lack of significance for total screened charts recorded by screeners across 2019 and 2020 may be explained in part by the fact that the recruitment site is not a COVID-19 treatment facility, possibly limiting the impact of the pandemic on ED admissions relating to the study’s inclusion criteria. However, given the potentially serious nature of a head injury, any concerns about contracting the COVID-19 virus might have been disregarded. The utilization of COVID-19 treatment facilities as compared to non-COVID-19 treatment facilities remains to be empirically studied.

However, of the total screened charts, there were significantly less charts opened in April 2020 (117 charts) when compared to those opened in April 2019 (157 charts), which may be related to screening protocol changes ($P<.001$). Examination of previous data showed common visit reasons that screeners would pursue (eg, facial lacerations), but ultimately did not result in TBI once the chart was further examined. Based on reports from the CDC, screening training was updated to ensure that screeners would only examine charts with injuries more likely to be indicative of a TBI (eg, fall). According to the CDC, the leading causes of TBI include falls, strikes, MVA, and intentional self-harm [21].

The significant increase in the LOS screening variable during March 2020 (55 minutes) compared with that in March 2019 (32 minutes) could be explained by the difference in screening coverage between the two analogous months ($P=.03$). If there is consistent coverage throughout the day, there is a higher probability of a candidate being identified quickly and thus a shorter LOS reported by the screener. Since a large majority of the research volunteers are undergraduate students, screening coverage tends to decrease during spring break; however, the impact was greater during 2020 due to the extension of the spring break, as mandated by the university in an effort to adapt to the pandemic. The proportion of total hours spent screening during March 2020 (346.5 hours) was significantly less than the proportion of total hours spent screening during March 2019 (241.8 hours; $P<.001$). This discrepancy could be attributed to the time it took for the research team to modify its recruitment protocols to adapt to the ongoing changes to safety regulations. The research team does not require its screeners to continue screening throughout academic breaks, thus contributing to the decrease in screening coverage seen in March 2020.

After the recruitment site and the university halted human-subjects research on March 13, 2020, and March 15, 2020, respectively, the research team expeditiously decided to convert all consenting shifts into screening shifts. This decision positively impacted screening coverage in April 2020. There was a significant increase in the proportion of hours spent screening in April 2020 (611.5 hours) when compared to April 2019 (470.5 hours; $P<.001$). Additionally, there was no significant difference in the LOS between April 2020 (33 minutes) and April 2019 (36 minutes; $P=.77$), demonstrating the research team’s efficient transition of recruitment practices.

There was a significant increase in the total number of hours spent screening in July 2020 (513.5 hours) when compared to July 2019 (404.3 hours). The research team recruited a new cohort of research assistants in May 2020, all of whom were trained to screen quickly and efficiently. With enrollment efforts still halted, the research team encouraged the new cohort to begin screening in the summer, thus increasing screening coverage during a time that otherwise experiences a decrease in coverage. This also positively impacted the LOS during July, as there was a significant decrease in LOS in July 2020 (22 minutes) compared to July 2019 (42 minutes; $P=.01$).

In addition to improved screening coverage, there was greater accuracy with respect to more charts being opened for further screening where the individual was deemed eligible to approach. Although there was a greater proportion of candidates (charts opened) in 2019 than in 2020 ($P<.001$), there was a greater proportion of potential participants (cases deemed approachable) in 2020 than in 2019 ($P<.001$). The proportion of potential participants was significantly greater overall in 2020 than in 2019 ($P<.001$) and at every measured time point. This further reflects the need for continued enrollment efforts and highlights the impact of the pandemic on the biobanking efforts of the parent study. The improvement in screening accuracy may be due to changes in training and laboratory protocols; however, this remains to be empirically studied.

Strengths and Limitations

Due to the unprecedented nature of the pandemic, the study was executed using the parent study’s previously established protocols. Consequently, one study limitation is the inability to sufficiently evaluate the effects of the pandemic, as the data collection methods were originally not tailored to the scope of this study’s research questions. The research team could have adapted the methods of data collection to better identify the effects of the pandemic. Collecting data on the length of time that elapsed between injury and the ED visit, whether or not parents were aware that the hospital was not treating COVID-19 patients, and whether or not parents felt comfortable bringing their children in are a few questions that may elucidate how parental behavior may have been impacted by the pandemic. Additionally, collecting data on demographic variables (eg, race, ethnicity) of candidates who visit the ED can help to explore the relationship between hospital utilization rates during a pandemic and other social factors. This is an important trend to study as reports of health disparities and inequities during the pandemic across specific ethnic and race groups become more evident [22].

Although efforts were made to clarify the scope of the study and to refine the inclusion criteria, the study is limited by the precision of the screeners monitoring the EHR and decisions made to open a potential participant’s chart. Imprecision may lead to a greater number of potential participants to be included that did not actually meet the inclusion criteria or fewer potential participants, depending on whether a particular screener was more lenient or stringent when determining potential participants. This could have led to inflation or underestimation of the reported values. Additionally, intraobserver bias is possible due to differences in screener experience of each research assistant.
Conclusions and Future Directions

Findings from this study indicate significantly higher ED visits for a TBI during the COVID-19 pandemic during 2020 when compared to the analogous months of 2019 ($P<.001$). Based on these findings, it is plausible for the parent study’s enrollment efforts to continue, albeit with added precautions, including: (1) socially distant consenting protocols or virtual consenting, (2) smaller teams of consenters with alternating shifts, (3) precautions such as daily symptom tracking and biweekly COVID-19 tests required for on-site consenters, and (4) requiring on-site consenters to receive the COVID-19 vaccine before returning to their roles. This information is relevant to the research community from a number of perspectives, including funding, tenure, publications, and deliverables during a pandemic. If these precautions cannot be met, the research team must consider remote data collection from clinical studies to continue a steady workflow amidst global change.

As the research team continues to systematically gather data for the parent study, future directions can focus on developing dynamic protocols to reflect relevant public health issues as they evolve, including: (1) modifying data collection protocols, (2) employing effective methods of tracking health care system utilization, (3) understanding the factors that influence a participant’s decision to enroll, and (4) understanding the factors that affect participant retention. For existing records collected prior to this analysis, former participants might be contacted to request additional information, thus filling in missing information. Another avenue to reduce risk of infection among in-person consenters might be to postpone sample collection (eg, saliva) until state regulations suggest specimens can be collected safely. This study illuminates the importance of continuous data collection, allowing the research team to adapt existing protocols to combat unexpected changes such as the COVID-19 pandemic.
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Abstract

Background: Outdoor swimming in lakes, lidos (outdoor pools), rivers, and the sea has grown in popularity in many countries, including the United Kingdom. Many anecdotal accounts indicate improvements in medical conditions, which are considered a consequence of outdoor swimming.

Objective: The aim of this study is to better understand outdoor swimmers’ perceptions of their health and the extent to which participation impacted their existing self-reported symptoms.

Methods: A survey was conducted to investigate outdoor swimming behaviors and reports of any diagnosed medical conditions. Medical conditions were coded into categories, and descriptive statistics were generated regarding the outdoor swimmers’ behaviors and the effect that outdoor swimming had on their medical symptoms if any. The medical categories were clustered into five larger categories based on their prevalence in the current sample: mental health; musculoskeletal and injury; neurological; cardiovascular and blood disease; and other, which comprises inflammatory, immune, endocrine, and respiratory conditions.

Results: In total, 722 outdoor swimmers responded, of whom 498 (68.9%) were female. The probability of outdoor swimming having some positive impact on health across all medical categories was 3.57 times higher compared with no impact (B=1.28, 95% CI 0.63-1.91; P<.001), 44.32 times higher for the mental health category (B=3.79, 95% CI 2.28-5.30; P<.001), 5.25 times higher for musculoskeletal and injury category (B=1.66, 95% CI 0.52-2.79; P=.004), and 4.02 times higher for the other category (B=1.39, 95% CI 0.27-2.51; P=.02). Overall, outdoor swimming was associated with perceived reductions in symptoms of poor mental health (χ²=25.1; P<.001), musculoskeletal and injury (χ²=8.2; P=.04), cardiovascular and blood (χ²=14.7; P=.006), and other conditions (χ²=18.2; P<.001).

Conclusions: Physical activity in the form of outdoor swimming is perceived to have positive impacts on health and is associated with perceived symptom reductions in mental health, musculoskeletal and injury, and cardiovascular and blood conditions. This study cannot provide causal relationships or provide mechanistic insights. However, it does provide a starting point for more
targeted prospective intervention research into individual conditions or categories of conditions to establish the impact in those who choose to start outdoor swimming.
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Introduction

Background
Swimming outdoors is an increasingly popular recreational physical activity both in the United Kingdom and abroad [1,2], offering opportunities to be physically active in a range of facilities from natural water sources such as ponds, lakes, rivers, and the sea to man-made outdoor facilities, such as open-air pools or lidos. These locations differ from indoor pool swimming as they are based in natural environments, with lower water temperatures and fresh or salt water without chlorine treatment. These different attributes provide opportunities for those who prefer a more natural environment, those who cannot or prefer not to swim in chlorinated water, and those with limited access to indoor facilities.

Most research into exercise for health and well-being has been land-based. However, findings from a small number of swimming studies suggest that psychological effects are similar to exercise on land [3]. In addition, it has been suggested that bodies of difference can be enabled through immersion in water [4]. This can lead to a transformation of the unhealthy land body, for example, large and middle-aged, into a healthy sea body [5] and enable older people to challenge perceptions of burden and dependency [6].

The expansion of outdoor swimming has also been mirrored by the increased volume of research on the potential benefits of activity in blue spaces [7], thus, highlighting not only the need to remain physically active but also the potential of the natural environment to support improvements in health and well-being [8]. At this stage, there are many accounts suggesting that outdoor swimming can promote healthy aging and improve health [9,10]. The evidence remains at an anecdotal, case report or expert opinion level in accordance with evidence-based medicine criteria [11]. The accounts frequently discuss similar themes of transformation, connectedness, and reorientation, which have been well described by Denton and Aranda [12].

Objective
The concept of cold water swimming or cold water spa treatments is not new; Hippocrates claimed that water therapy reduced lassitude (ie, lethargy) [13]. Considering the increasing volume of contemporary anecdotal evidence, we are no closer to establishing which medical conditions, if any, may be improved through regular outdoor swimming, how much improvement can be made, and by what mechanisms improvements occur. This research aims to provide a small step in that process by surveying outdoor swimmers to establish the medical conditions they have been diagnosed with and if they have perceived any change in their symptoms since starting to swim outdoors. Therefore, it is hypothesized that the type of medical condition can reliably predict the perceived health impact of outdoor swimming.

Methods

Survey Methods
The survey and manuscript were prepared in accordance with the Checklist for Reporting Results of Internet E-Surveys (CHERRIES) guidance [14]. A 14-item web-based cross-sectional survey was completed by 722 people who swim outdoors (duplicate and incomplete forms were removed) following ethical approval from the University of Portsmouth Science Faculty Research ethics committee (SFEC 2018-120), using the JISC web-based survey platform.

Participants and Procedures
Participants were 722 outdoor swimmers (498/722, 68.9% female; 159/722, 22% male; and 65/722, 9% did not identify sex; outdoor swimmers are described here as participants who swim or immerse themselves in natural water environments, such as the sea, rivers, or lakes, or open-air pools). They gave their informed consent to allow the anonymous use of their data for the explicit purpose of establishing what medical conditions outdoor swimmers have and whether they gain any relief or symptom reduction from the activity. All participants freely volunteered to participate without incentive and were recruited using a snowball sampling approach using extended contact networks and social media [15]. Participants were told of the length of the survey, and the research lead’s name and contact details were displayed on the first and final pages. Figure 1 shows the pathway used in the study. The data were stored on password-protected servers at the University of Portsmouth.
Figure 1. CONSORT (Consolidated Standards of Reporting Trials) diagram.

**Instrument**

The full survey was available on the web between November 1, 2018, and March 30, 2019, and advertised in Outdoor Swimmer magazine, which is a magazine for people who enjoy outdoor swimming. Once the survey had closed, duplicate responses were removed by using IP addresses and time stamps (30 surveys) and then data were deidentified from the IP address.

Participants voluntarily completed a web-based open survey hosted on a secure web-based survey platform with automatic back end data capture. Participants were asked to answer open-ended questions related to their participation in outdoor swimming. They identified where they swam, whether in outdoor facilities (lido or open-air pool) or in a natural setting (e.g., the sea, lakes, and rivers), when they swam outdoors, their regularity of outdoor swimming, and their initial motives for taking up open water swimming. They were then asked to identify the physical and mental health conditions they had been diagnosed with, the impact and change in symptoms that were experienced while engaged in outdoor swimming, whether their symptoms had changed since outdoor swimming, and how long their symptoms changed for. There was no randomization of the survey items. Participants were able to press a back button to review their answers or resubmit their answers. A nonresponse option was also included in each question.

**Pilot Testing**

A pilot survey (n=10) was conducted between September 15, 2018, and October 20, 2018, to evaluate the instrument length, language, and logic. Modifications were made to the language, and additional answer options were added to closed questions to improve participant understanding and response rate.

**Data and Statistical Analyses**

Once duplicate responses had been removed, the data set was deidentified. Medical conditions were retrospectively coded using the health categories from the UK Clinical Research Collaboration [16]. Coding was initially undertaken by the corresponding author and cross-referenced with 2 practicing medical doctors (MH and LS). All conditions were coded, leading to some participants having multiple codes because of comorbidities. In a number of cases, no conditions were reported, or the conditions could not be categorized. In these cases, 2 additional categories were used: no condition and not categorized. The latter occurred primarily because of a vague description of symptoms (out of the 1084 conditions categorized, it occurred in a small number; n=30, 2.77%).

The 21 health condition categories were clustered into five main areas: (1) mental health; (2) injury, accidents, and musculoskeletal injuries; (3) neurological; (4) cardiovascular and blood; and (5) other. These 5 groups were chosen as they encompassed most of the responses. Many who were classified in the injury and accidents group were also classified into the musculoskeletal injuries group. Similarly, cardiovascular conditions were combined with blood disorders, as participants were frequently categorized in both separately. The other category contains the inflammatory and immune, metabolic and endocrine, and respiratory conditions clustered together because of the small number in the individual categories. Although there may be associations with this category as a whole, this may not translate into associations or impacts in all conditions within this group. The medical conditions contained within the other category are diverse, and for many of the conditions in this group (cancer, congenital disorders, and renal conditions), there are no anecdotal reports that the authors are aware of that...
indicate improvements in symptoms as a consequence of outdoor swimming.

The perceived impact of outdoor swimming was measured on a 4-point scale (1=a lot of impact, 2=some impact, 3=little impact, and 4=no impact). Logistic regression analysis was used to test whether participants’ medical categories could predict the perceived impact of outdoor swimming. The medical categories were clustered into 5 larger categories based on their prevalence in the current sample: mental health, musculoskeletal and injury, neurological, cardiovascular and blood disease, and other. These categories were entered into the analysis as predictors, and regression coefficients were estimated based on a bootstrapping procedure with 5000 successful replicates [17]. Logistic regression analyses were performed using the R-based statistical software JASP (JASP version 0.13.1). A detailed analysis and model fit check can be found in Figure 2.

Other statistical analyses were conducted using SPSS (version 25; IBM Corp). The frequency of responses per medical category was tabulated, and further chi-square analyses were performed in those medical categories that had at least 5% of the participants’ self-reports. Chi-square tests of association analyzed the gender; regularity; impact of outdoor swimming on their conditions (both reduced and increased severity of symptoms); the change in symptoms, if any, resulting from outdoor swimming; and finally, whether the regularity of outdoor swimming was associated with changes in symptoms. For all tests of association, statistical significance was defined as $P<.05$. The strength of association was considered using Cramer $V$, based on the following thresholds: small=0.1, moderate=0.3, and large=0.5 [18].

Figure 2. Study infographic. Image credit: Heather Massey.

Results

Participant Characteristics

A total of 722 separate participants entered the survey analysis (Figure 1). Most of the participants were female (498/722, 68.9%), with further participants being male (159/722, 22%) or not stating sex (65/722, 9%). All participants swam outdoors in open water (lakes, rivers, the sea, lochs, quarries, lidos, and reservoirs). They reported swimming all year round (487/722, 67.5%) or seasonally in the summer and autumn (151/722, 20.9%) or only in the winter (1/722, 0.1%). A further group had recently taken up outdoor swimming and were not sure how long they would continue swimming once the water started to cool (58/722, 8%). The main reason for starting outdoor swimming included training for an event or challenge (138/722, 19.1%), liking to feel connected with nature (106/722, 13.7%), improved well-being (98/722, 13.6%), started as a child (70/722, 9.7%) and by a friend’s invite (64/722, 8.9%), a change from pool swimming (36/722, 4.9%), and not sure (37/722, 5.1%).
**Medical Category Prevalence**

The number of respondents also reported multiple medical conditions, and the frequency of reports of single and comorbid conditions are reported in Table 1. A frequency table of the medical categories reported by the participants is shown in Table 2. Most medical conditions reported were in the mental health category (399/722, 55.3%), followed by musculoskeletal (153/722, 21.2%), no medical condition (76/722, 10.5%), neurological conditions (66/722, 9.1%), cardiovascular (61/722, 8.4%), respiratory (52/722, 7.2%), metabolic and endocrine (45/722, 6.2%), and finally, inflammatory or immune conditions (38/722, 5.3%). These medical categories are the main focus of further analysis.

Sex was significantly associated with the categories no medical condition ($\chi^2=11.2; P=.004$) and neurological conditions ($\chi^2=7.3; P=.03$). More males were associated with no conditions and more females with neurological conditions. No other medical categories had any association with sex.

The duration of symptoms before outdoor swimming was associated with mental health ($\chi^2=84.6; P<.001$), musculoskeletal and endocrine ($\chi^2=19.4; P=.004$), and respiratory categories ($\chi^2=19.5; P=.003$). All were associated with long-term symptoms exceeding 10 years.

### Table 1. Frequencies, reporting a single medical category, multiple medical conditions, or no medical condition (N=722).

<table>
<thead>
<tr>
<th>Conditions</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No condition</td>
<td>76 (10.5)</td>
</tr>
<tr>
<td>Single condition</td>
<td>401 (55.5)</td>
</tr>
<tr>
<td>Comorbid</td>
<td>245 (33.9)</td>
</tr>
</tbody>
</table>

### Table 2. Frequency of medical conditions reported, percentage of responses, and percentage of participants reporting each medical category (from the UK Clinical Research Collaboration [16]).

<table>
<thead>
<tr>
<th>Conditions</th>
<th>Responses (N=1084), n (%)</th>
<th>Participants (N=722a), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not able to categorize</td>
<td>30 (2.8)</td>
<td>30 (4.2)</td>
</tr>
<tr>
<td>None</td>
<td>76 (7)</td>
<td>76 (10.5)</td>
</tr>
<tr>
<td>Blood</td>
<td>7 (0.6)</td>
<td>7 (1)</td>
</tr>
<tr>
<td>Cancer</td>
<td>13 (1.2)</td>
<td>13 (1.8)</td>
</tr>
<tr>
<td>Cardiovascular</td>
<td>61 (5.6)</td>
<td>61 (8.4)</td>
</tr>
<tr>
<td>Congenital disorder</td>
<td>7 (0.6)</td>
<td>7 (1)</td>
</tr>
<tr>
<td>Ear</td>
<td>2 (0.2)</td>
<td>2 (0.3)</td>
</tr>
<tr>
<td>Eye</td>
<td>4 (0.4)</td>
<td>4 (0.6)</td>
</tr>
<tr>
<td>Infection</td>
<td>14 (1.3)</td>
<td>14 (1.9)</td>
</tr>
<tr>
<td>Inflammatory and immune system</td>
<td>38 (3.5)</td>
<td>38 (5.3)</td>
</tr>
<tr>
<td>Injury and accidents</td>
<td>18 (1.7)</td>
<td>18 (2.5)</td>
</tr>
<tr>
<td>Mental health</td>
<td>399 (36.9)</td>
<td>399 (55.3)</td>
</tr>
<tr>
<td>Metabolic and endocrine</td>
<td>45 (4.2)</td>
<td>45 (6.2)</td>
</tr>
<tr>
<td>Musculoskeletal</td>
<td>153 (14.2)</td>
<td>153 (21.2)</td>
</tr>
<tr>
<td>Neurological</td>
<td>66 (6.1)</td>
<td>66 (9.1)</td>
</tr>
<tr>
<td>Oral gastrointestinal</td>
<td>17 (1.6)</td>
<td>17 (2.4)</td>
</tr>
<tr>
<td>Renal and urogenital</td>
<td>6 (0.6)</td>
<td>6 (0.8)</td>
</tr>
<tr>
<td>Reproductive health and childbirth</td>
<td>19 (1.8)</td>
<td>19 (2.6)</td>
</tr>
<tr>
<td>Respiratory</td>
<td>52 (4.8)</td>
<td>52 (7.2)</td>
</tr>
<tr>
<td>Skin</td>
<td>26 (2.4)</td>
<td>26 (3.6)</td>
</tr>
<tr>
<td>Stroke</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Generic health relevance</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Other</td>
<td>31 (2.9)</td>
<td>31 (4.3)</td>
</tr>
</tbody>
</table>

*The participant percentage will exceed 100% because of a number of participants reporting comorbidities.*
Impact of Outdoor Swimming

Approximately 89.6% (647/722) of participants reported at least one medical condition; their responses to the question “has open water swimming had any impact on your medical symptoms” established that 95.5% (618/647) found some positive impact, and 4.5% (29/647) found no impact. The logistic regression model was statistically significant ($\chi^2_{637}=60.8; \ P<.001$; McFadden $R^2=0.26$). The model’s intercept indicated that the probability of having some positive impact of outdoor swimming on health across all medical categories was 3.57 times higher than that of no impact ($B=1.27$, 95% CI 0.63-1.91; Wald statistics=15.13, degree of freedom=1; $P<.001$). The probability of having some positive impact of outdoor swimming on health was 44.32 times higher for the mental health category ($B=3.79$, 95% CI 2.28-5.30; Wald statistics=24.36, degree of freedom=1; $P<.001$), 5.25 times higher for the musculoskeletal and injury category ($B=1.66$, 95% CI 0.52-2.79; Wald statistics=8.26, degree of freedom=1; $P=.004$), and 4.02 times higher for the other category ($B=1.39$, 95% CI 0.27-2.51; Wald statistics=5.90, degree of freedom=1; $P=.02$; Figure 2; Table 3). For neurological ($B=0.78$, 95% CI −0.50 to 2.08; Wald statistics=1.42, degree of freedom=1; $P=.23$) and cardiovascular and blood ($B=-0.34$, 95% CI −1.27 to 0.58; Wald statistics=0.54, degree of freedom=1; $P=.46$) categories, the estimates were not statistically significant (Figures 2 and 3).

Table 3. Frequency of medical conditions reported into collapsed medical categories, percentage of responses, and percentage of participants reporting each medical category (N=917).

<table>
<thead>
<tr>
<th>Conditions</th>
<th>Participants, n (%)</th>
<th>Responses, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mental health</td>
<td>399 (62.7)</td>
<td>399 (43.5)</td>
</tr>
<tr>
<td>Injury and accidents and musculoskeletal</td>
<td>165 (25.9)</td>
<td>165 (18)</td>
</tr>
<tr>
<td>Neurological</td>
<td>66 (10.4)</td>
<td>66 (7.2)</td>
</tr>
<tr>
<td>Cardiovascular and blood</td>
<td>67 (10.5)</td>
<td>67 (7.3)</td>
</tr>
<tr>
<td>Other</td>
<td>200 (34.6)</td>
<td>200 (24)</td>
</tr>
</tbody>
</table>

Figure 3. Condition estimate plots. The probability of having impact of outdoor swimming on health (y-axis) plotted against responses no impact (denoted as 0) and some impact (denoted as 1) for 5 categories of medical conditions. Black dots represent the probability of impacts. The bars represent 95% CIs.

Characterizing Impact

The reasons given for starting outdoor swimming were numerous; however, associations were found for the mental health and musculoskeletal and injury categories. The respondents’ reporting of mental health conditions indicated an association with starting outdoor swimming to train for an event or challenge ($\chi^2_{10}=36.1; \ P<.001$). In contrast, those with musculoskeletal conditions or injuries initially participated in outdoor swimming as injuries prevented them from taking part in other forms of activity ($\chi^2_{10}=31.9; \ P<.001$).
On further questioning, the perceived impact was a reduction in symptoms because of outdoor swimming in the following categories: mental health ($\chi^2_3=25.1; P<.001$), musculoskeletal and injury ($\chi^2_3=8.2; P=.04$), cardiovascular and blood ($\chi^2_3=14.7; P=.006$), and other categories ($\chi^2_3=18.2; P<.001$; Table 4). Furthermore, trends for a reduction in symptoms after open water swimming were reported in the mental health ($\chi^2_1=2.9; P=.08$) and other categories ($\chi^2_1=2.7; P=.08$); these symptom reductions in the mental health category were short-lived ($\chi^2_4=35.4; P<.001$), lasting from several hours to 2 days after swimming outdoors. No other associations were found between the duration of reduced symptoms and the medical categories. Considering the dose of swimming or cold water, no associations between swimming frequency and the impact or a change in symptoms were found in any medical category. The same is true of the choice of swimming attire (wetsuit or swimming costume). However, more respondents with cardiovascular and blood conditions wore wetsuits ($\chi^2_2=7.6; P=.21$). In contrast, there was a trend for association in the other category, indicating that greater numbers of respondents found that their symptoms were affected if they swam all year round ($\chi^2_3=8.4; P=.10$). In addition, for many in the musculoskeletal and injury ($\chi^2_3=9.8; P=.02$), mental health ($\chi^2_3=10.0; P=.02$), and other categories ($\chi^2_3=13.3; P=.04$), the duration of swimming was primarily governed by the water temperature.
Table 4. Characteristics of the impact of outdoor swimming on the 5 combined medical categories. Percentages represent responses within each medical category (N=722).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Mental health (n=395)</th>
<th>Injury, accident, and musculoskeletal (n=161)</th>
<th>Neurological (n=63)</th>
<th>Cardiovascular and blood (n=62)</th>
<th>Other (n=207)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Symptom changes because of swimming (n=622)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All symptoms reduced or feel better, n (%)</td>
<td>360 (91.1)</td>
<td>134 (83.2)</td>
<td>50 (79.4)</td>
<td>44 (71)</td>
<td>167 (80.7)</td>
</tr>
<tr>
<td>No change, n (%)</td>
<td>27 (6.8)</td>
<td>14 (8.7)</td>
<td>10 (15.9)</td>
<td>12 (19.4)</td>
<td>22 (10.6)</td>
</tr>
<tr>
<td>All symptoms increased or feel worse, n (%)</td>
<td>0 (0)</td>
<td>3 (1.9)</td>
<td>0 (0)</td>
<td>1 (1.6)</td>
<td>3 (1.4)</td>
</tr>
<tr>
<td>Some symptoms reduced some increased, n (%)</td>
<td>8 (2)</td>
<td>10 (6.2)</td>
<td>3 (4.8)</td>
<td>5 (8.1)</td>
<td>15 (7.2)</td>
</tr>
<tr>
<td>Chi-square (df)</td>
<td>25.1 (3)</td>
<td>8.2 (3)</td>
<td>4.8 (3)</td>
<td>14.7 (3)</td>
<td>18.2 (3)</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.04&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.1</td>
<td>.006&lt;sup&gt;a&lt;/sup&gt;</td>
<td>&lt;.001&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Cramer V</td>
<td>0.201</td>
<td>0.115</td>
<td>0.088</td>
<td>0.154</td>
<td>0.171</td>
</tr>
<tr>
<td>Continued reduction in symptoms by open water swimming (n=594)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes, n (%)</td>
<td>362 (96.5)</td>
<td>151 (95.6)</td>
<td>58 (65.1)</td>
<td>55 (98.2)</td>
<td>187 (93.5)</td>
</tr>
<tr>
<td>No, n (%)</td>
<td>13 (3.5)</td>
<td>7 (4.4)</td>
<td>3 (4.9)</td>
<td>1 (1.8)</td>
<td>13 (6.5)</td>
</tr>
<tr>
<td>Chi-square (df)</td>
<td>2.7 (1)</td>
<td>0.0 (1)</td>
<td>0.0 (1)</td>
<td>1.1 (1)</td>
<td>2.7 (1)</td>
</tr>
<tr>
<td>P value</td>
<td>.08&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.57</td>
<td>.54</td>
<td>.26</td>
<td>.08&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Cramer V</td>
<td>0.068</td>
<td>0.003</td>
<td>0.006</td>
<td>0.043</td>
<td>0.067</td>
</tr>
<tr>
<td>If you have continued symptom reduction how long does this last for? (n=576)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Several hours, n (%)</td>
<td>46 (12.3)</td>
<td>25 (16.3)</td>
<td>11 (18.3)</td>
<td>4 (7.7)</td>
<td>21 (11.4)</td>
</tr>
<tr>
<td>1 to 2 days, n (%)</td>
<td>187 (50)</td>
<td>61 (39.9)</td>
<td>18 (30)</td>
<td>18 (34.6)</td>
<td>73 (39.7)</td>
</tr>
<tr>
<td>1 week, n (%)</td>
<td>31 (8.3)</td>
<td>8 (5.2)</td>
<td>3 (5)</td>
<td>5 (9.6)</td>
<td>11 (6)</td>
</tr>
<tr>
<td>&gt;1 week, n (%)</td>
<td>49 (13.1)</td>
<td>38 (24.8)</td>
<td>13 (21.7)</td>
<td>14 (26.9)</td>
<td>41 (22.3)</td>
</tr>
<tr>
<td>Cannot say, n (%)</td>
<td>61 (16.3)</td>
<td>21 (13.7)</td>
<td>15 (25)</td>
<td>11 (21.2)</td>
<td>38 (20.7)</td>
</tr>
<tr>
<td>Chi-square (df)</td>
<td>35.4 (4)</td>
<td>8.4 (4)</td>
<td>6.9 (4)</td>
<td>5.7 (4)</td>
<td>5.0 (4)</td>
</tr>
<tr>
<td>P value</td>
<td>&lt;.001&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.08&lt;sup&gt;b&lt;/sup&gt;</td>
<td>.14</td>
<td>.22</td>
<td>.29</td>
</tr>
<tr>
<td>Cramer V</td>
<td>0.248</td>
<td>0.121</td>
<td>0.109</td>
<td>0.1</td>
<td>0.093</td>
</tr>
<tr>
<td>Regularity of swimming (n=634)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Daily, n (%)</td>
<td>39 (9.8)</td>
<td>16 (9.7)</td>
<td>10 (16.1)</td>
<td>6 (9.1)</td>
<td>23 (10.6)</td>
</tr>
<tr>
<td>At least once a week, n (%)</td>
<td>317 (80.6)</td>
<td>133 (81.2)</td>
<td>43 (69.4)</td>
<td>55 (83.3)</td>
<td>171 (79.2)</td>
</tr>
<tr>
<td>Less than once a week or infrequently, n (%)</td>
<td>37 (9.4)</td>
<td>15 (9.2)</td>
<td>9 (14.5)</td>
<td>5 (7)</td>
<td>22 (10.2)</td>
</tr>
<tr>
<td>Chi-square (df)</td>
<td>0.2 (2)</td>
<td>0.0 (2)</td>
<td>5.9 (2)</td>
<td>0.3 (2)</td>
<td>0.7 (2)</td>
</tr>
<tr>
<td>P value</td>
<td>.88</td>
<td>.99</td>
<td>.05&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.89</td>
<td>.71</td>
</tr>
<tr>
<td>Cramer V</td>
<td>0.02</td>
<td>0.007</td>
<td>0.097</td>
<td>0.021</td>
<td>0.034</td>
</tr>
</tbody>
</table>

<sup>a</sup>Statistically significant at P≤.05.
<sup>b</sup>Trend to statistical significance (P≤.10).

**Prevalence of Mental Health Conditions and Impact of Outdoor Swimming**

Respondents reporting mental health conditions were the largest cohort in this survey. Table 5 contains a breakdown of the main mental health conditions reported by the participants. Of interest, 30.8% (123/399) participants reported a diagnosis of depression and anxiety, with a further 20.1% (80/399) diagnosed with anxiety alone and 41.1% (164/399) with depression alone. Furthermore, depression was associated with a longer period since diagnosis (χ²=11.7; P=.03). Despite a large numerical
response in all conditions within the mental health category, no significant associations of the impact of outdoor swimming on symptoms of these conditions were found, except that a reduction in symptoms was associated with anxiety ($\chi^2 = 7.0; P = .03$) and a trend for association with depression ($\chi^2 = 5.4; P = .09$). In addition, reports of a continued reduction in symptoms were associated with diagnoses of anxiety or depression (anxiety $\chi^2 = 4.2, P = .04$ and depression $\chi^2 = 5.7, P = .03$). Therefore, 95% (251/264) of respondents with depression and 98.4% (188/191) of respondents with anxiety reported continued reductions in symptoms through regular outdoor swimming.
Table 5. Cross tabulations between mental health conditions and outdoor swimming survey item responses. Percentages have been calculated across all mental health conditions and responses.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Medical condition within the mental health category</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Depression (n=287)</td>
</tr>
<tr>
<td>Gender (n=399)</td>
<td></td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>212 (53.2)</td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>53 (13.3)</td>
</tr>
<tr>
<td>None given, n (%)</td>
<td>22 (5.5)</td>
</tr>
<tr>
<td>Chi-square (df)</td>
<td>0.8 (2)</td>
</tr>
<tr>
<td>$P$ value</td>
<td>.68</td>
</tr>
<tr>
<td>Cramer V</td>
<td>0.045</td>
</tr>
</tbody>
</table>

Symptom duration (n=399)

<table>
<thead>
<tr>
<th></th>
<th>Depression</th>
<th>Anxiety</th>
<th>Posttraumatic stress disorder</th>
<th>Bipolar</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;1 year, n (%)</td>
<td>3 (0.8)</td>
<td>5 (1.3)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>2 (0.5)</td>
</tr>
<tr>
<td>1 to 4.9 years, n (%)</td>
<td>44 (11)</td>
<td>32 (8)</td>
<td>3 (0.8)</td>
<td>0 (0)</td>
<td>10 (2.5)</td>
</tr>
<tr>
<td>5 to 9.9 years, n (%)</td>
<td>18 (4.5)</td>
<td>21 (5.3)</td>
<td>1 (0.3)</td>
<td>1 (0.3)</td>
<td>1 (0.3)</td>
</tr>
<tr>
<td>≥10 years, n (%)</td>
<td>197 (49.4)</td>
<td>135 (33.5)</td>
<td>20 (5)</td>
<td>9 (2.3)</td>
<td>24 (6)</td>
</tr>
<tr>
<td>Not sure, n (%)</td>
<td>24 (6)</td>
<td>10 (2.5)</td>
<td>1 (0.3)</td>
<td>1 (0.3)</td>
<td>3 (0.8)</td>
</tr>
<tr>
<td>Chi-square (df)</td>
<td>11.7 (4)</td>
<td>9.2 (4)</td>
<td>2.8 (4)</td>
<td>2.5 (4)</td>
<td>6.7 (4)</td>
</tr>
<tr>
<td>$P$ value</td>
<td>.03a</td>
<td>.08b</td>
<td>.63</td>
<td>.66</td>
<td>.24</td>
</tr>
<tr>
<td>Cramer V</td>
<td>0.171</td>
<td>0.152</td>
<td>0.084</td>
<td>0.08</td>
<td>0.129</td>
</tr>
</tbody>
</table>

Impact of swimming on condition (n=397)

<table>
<thead>
<tr>
<th></th>
<th>Depression</th>
<th>Anxiety</th>
<th>Posttraumatic stress disorder</th>
<th>Bipolar</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes, n (%)</td>
<td>284 (71.4)</td>
<td>201 (50.8)</td>
<td>25 (6.3)</td>
<td>11 (2.8)</td>
<td>39 (9.8)</td>
</tr>
<tr>
<td>No, n (%)</td>
<td>2 (0.5)</td>
<td>1 (0.3)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Chi-square (df)</td>
<td>0.8 (1)</td>
<td>&lt;0.1 (1)</td>
<td>0.1 (1)</td>
<td>&lt;0.1 (1)</td>
<td>0.2 (1)</td>
</tr>
<tr>
<td>$P$ value</td>
<td>.59</td>
<td>.74</td>
<td>.88</td>
<td>.95</td>
<td>.81</td>
</tr>
<tr>
<td>Cramer V</td>
<td>0.044</td>
<td>0.001</td>
<td>0.018</td>
<td>0.012</td>
<td>0.024</td>
</tr>
</tbody>
</table>

Symptom changes because of swimming (n=395)

<table>
<thead>
<tr>
<th></th>
<th>Depression</th>
<th>Anxiety</th>
<th>Posttraumatic stress disorder</th>
<th>Bipolar</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>All symptoms reduced or feel better, n (%)</td>
<td>255 (64.6)</td>
<td>188 (47.7)</td>
<td>24 (6.1)</td>
<td>11 (2.8)</td>
<td>36 (9.1)</td>
</tr>
<tr>
<td>No change, n (%)</td>
<td>24 (6.1)</td>
<td>7 (1.8)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>3 (0.8)</td>
</tr>
<tr>
<td>All symptoms increased or feel worse, n (%)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Some symptoms reduced some increased, n (%)</td>
<td>5 (1.3)</td>
<td>4 (1)</td>
<td>1 (0.3)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Chi-square (df)</td>
<td>5.4 (3)</td>
<td>7.0 (3)</td>
<td>2.4 (3)</td>
<td>1.1 (3)</td>
<td>0.1 (3)</td>
</tr>
<tr>
<td>$P$ value</td>
<td>.08b</td>
<td>.03a</td>
<td>.31</td>
<td>.70</td>
<td>.75</td>
</tr>
<tr>
<td>Cramer V</td>
<td>0.106</td>
<td>0.134</td>
<td>0.078</td>
<td>0.053</td>
<td>0.049</td>
</tr>
</tbody>
</table>

Continued reduction in symptoms by regular open water swimming (n=391)

<table>
<thead>
<tr>
<th></th>
<th>Depression</th>
<th>Anxiety</th>
<th>Posttraumatic stress disorder</th>
<th>Bipolar</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes, n (%)</td>
<td>251 (69.3)</td>
<td>188 (50.3)</td>
<td>24 (6.4)</td>
<td>9 (2.4)</td>
<td>38 (10.2)</td>
</tr>
<tr>
<td>No, n (%)</td>
<td>13 (3.5)</td>
<td>3 (0.8)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Chi-square (df)</td>
<td>5.6 (1)</td>
<td>4.2 (1)</td>
<td>0.9 (1)</td>
<td>0.3 (1)</td>
<td>1.5 (1)</td>
</tr>
<tr>
<td>$P$ value</td>
<td>.03a</td>
<td>.04a</td>
<td>.42</td>
<td>.72</td>
<td>.24</td>
</tr>
<tr>
<td>Cramer V</td>
<td>0.123</td>
<td>0.106</td>
<td>0.05</td>
<td>0.03</td>
<td>0.064</td>
</tr>
</tbody>
</table>

If you continued swimming, how long were symptoms reduced? (n=373)

<table>
<thead>
<tr>
<th></th>
<th>Depression</th>
<th>Anxiety</th>
<th>Posttraumatic stress disorder</th>
<th>Bipolar</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hours, n (%)</td>
<td>127 (34)</td>
<td>76 (20.4)</td>
<td>9 (2.4)</td>
<td>1 (1)</td>
<td>11 (2.9)</td>
</tr>
</tbody>
</table>
The main findings suggest that physical activity in the form of outdoor swimming affects health and is associated with perceived improvements in some medical categories (mental health, musculoskeletal and injury, and other) but not all. The level of evidence at present remains anecdotal [11]. However, by performing the survey, it is clear which categories of medical conditions may have perceived benefits from outdoor swimming. Consequently, these data can be used to focus future research efforts in the conditions where anecdotal support was apparent to establish causality and, if so, potential mechanisms for symptom reduction.

Just over half (399/722, 55.3%) of the survey respondents reported a diagnosed mental health condition. This proportion is higher in comparison with the general population (before the COVID-19 lockdown, 9.7% and after the COVID-19 lockdown, 19.7% [19]), and it is unknown whether this is representative of the population of outdoor swimmers. The use of a single category to describe mental health conditions is limiting. Further subcategorization was possible in this study, with associations between a perceived reduction in symptoms in respondents’ reporting of anxiety and depression. In contrast, there is insufficient evidence to suggest a reduction in symptoms of other mental health conditions, which may be because of the smaller number of respondents with these conditions in the present survey. Case report evidence exists of outdoor swimming as a nonmedicalized activity, supporting recovery from depression and anxiety [9]. It is also unclear whether outdoor swimming would result in symptom reduction in all forms of depression or the potential mechanisms at play [20]. In addition, it may also be that symptoms are not changed by the act of outdoor swimming, but the participants’ perceptions of their symptoms or feelings of well-being are temporarily changed. However, it is important to separate well-being from mental health rather than them occupying the same continuum [21]. Therefore, it may be that outdoor swimming does not reduce their symptoms, but they do have a sense of greater well-being. Consequently, this study and qualitative aspects of the survey data that are yet to be published (McEwan, personal communication) provide a focus to build research designs that can establish causality and potentially the mechanisms involved.

The benefits of physical activity are well-documented and include a reduced risk of developing both physical and mental health problems and can support the treatment of pre-existing health conditions [22,23]. It is also acknowledged that exercise close to coastal areas or blue spaces may affect well-being [24] and mood [25]. Similar to terrestrial activity, swimming appears to positively affect markers of ill health [26], and swimming also offers the opportunity for reduced load bearing on muscles and joints [27]. This may support an explanation for the perception of reduced symptoms or pain in those with musculoskeletal conditions such as arthritis and back pain who do not feel able to be active on land [28]. Greater movement and pain reduction were also reported during immersion in cold water [29]. Therefore, for participants with musculoskeletal problems, outdoor swimming may allow greater movement, activity level, and respite from pain than is possible on land; however, further research is needed to confirm this hypothesis.

Outdoor swimming, for many of the survey respondents has become a lifestyle choice, opting to be frequently physically active (at least once a week) in outdoor water environments. Overall, there was no association between the frequency of swims, swim attire, or swim duration and the impact or reports of symptom reduction. However, there was a trend for association between having an impact and swimming all year round in the other category. In addition, the duration of swimming was associated with the water temperature, weather, and sea state. Longer duration swims take place in warmer, calmer water, and shorter swims take place in cooler, rougher water. Therefore, the dose of outdoor swimming cannot be easily prescribed and will depend on the individuals’ physiological responses to immersion in cold water, the location, sea state or moving water, and weather conditions. Cold water swimming is not a risk-free activity; individuals with underlying cardiac and cardiovascular conditions may be at elevated risk of adverse cardiac events upon initial immersion in cold water, and those who are unable to keep their airway clear of the water are at risk of drowning because of the cold shock response [30]. Therefore, consultation with a general practitioner is recommended for those wanting to try outdoor swimming and have an underlying medical condition. It is also recommended

### Discussion

#### Principal Findings

The benefits of physical activity are well-documented and include a reduced risk of developing both physical and mental health problems and can support the treatment of pre-existing health conditions [22,23]. It is also acknowledged that exercise close to coastal areas or blue spaces may affect well-being [24] and mood [25]. Similar to terrestrial activity, swimming appears to positively affect markers of ill health [26], and swimming also offers the opportunity for reduced load bearing on muscles and joints [27]. This may support an explanation for the perception of reduced symptoms or pain in those with musculoskeletal conditions such as arthritis and back pain who do not feel able to be active on land [28]. Greater movement and pain reduction were also reported during immersion in cold water [29]. Therefore, for participants with musculoskeletal problems, outdoor swimming may allow greater movement, activity level, and respite from pain than is possible on land; however, further research is needed to confirm this hypothesis.

Outdoor swimming, for many of the survey respondents has become a lifestyle choice, opting to be frequently physically active (at least once a week) in outdoor water environments. Overall, there was no association between the frequency of swims, swim attire, or swim duration and the impact or reports of symptom reduction. However, there was a trend for association between having an impact and swimming all year round in the other category. In addition, the duration of swimming was associated with the water temperature, weather, and sea state. Longer duration swims take place in warmer, calmer water, and shorter swims take place in cooler, rougher water. Therefore, the dose of outdoor swimming cannot be easily prescribed and will depend on the individuals’ physiological responses to immersion in cold water, the location, sea state or moving water, and weather conditions. Cold water swimming is not a risk-free activity; individuals with underlying cardiac and cardiovascular conditions may be at elevated risk of adverse cardiac events upon initial immersion in cold water, and those who are unable to keep their airway clear of the water are at risk of drowning because of the cold shock response [30]. Therefore, consultation with a general practitioner is recommended for those wanting to try outdoor swimming and have an underlying medical condition. It is also recommended

---

**Table 1: Medical condition within the mental health category**

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Medical condition within the mental health category</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Depression (n=287)</td>
</tr>
<tr>
<td>1 to 2 days, n (%)</td>
<td>73 (19.5)</td>
</tr>
<tr>
<td>1 week, n (%)</td>
<td>18 (4.8)</td>
</tr>
<tr>
<td>&gt;1 week, n (%)</td>
<td>10 (2.7)</td>
</tr>
<tr>
<td>Cannot say, n (%)</td>
<td>42 (11.2)</td>
</tr>
<tr>
<td>Chi-square (df)</td>
<td>5.7 (4)</td>
</tr>
<tr>
<td>P value</td>
<td>.22</td>
</tr>
<tr>
<td>Cramer V</td>
<td>0.123</td>
</tr>
</tbody>
</table>

*aStatistically significant at P≤.05.

*bTrend to statistical significance, P≤.10.
that those new to outdoor swimming join a group or swim with a trained open water swimming coach with good local knowledge of the environment and are able to convey the knowledge and skills required to swim safely outdoors.

In this survey, respondents provided information on their motives for starting to swim outdoors. These motives ranged from training for an event to looking for a change from a swimming pool, with some individuals not being sure why they started. Some people clearly stated that it was to improve the elements of their mental health. As seen in other research studies [12], there are several reasons why people begin to and maintain swimming outdoors. Although we may better understand some of these motives, we still do not know whether swimming outdoors has medical utility. Before any recommendations can be made as to the health effects of swimming outdoors, the evidence must clearly demonstrate both association and causation with swimming outdoors and improved health [31]. This research forms part of the development process and our continuing research efforts to better understand and demonstrate evidence of the health impact of outdoor swimming.

Limitations

It is acknowledged that the survey was conducted on people currently swimming in open water, and therefore, those who are likely to have a very positive viewpoint about the activity. Although the views expressed in this paper and in the sister paper have been commonly heard by the authors, it is not clear if this is representative of all outdoor swimmers or those who do not continue to swim outdoors. However, the research was conducted as an internet-based open survey; therefore, no coercion took place for swimmers to participate or give particular answers. In addition, duplicate submissions were removed to prevent the overrepresentation of one person’s viewpoint. Furthermore, there may be participants who feel compelled to support outdoor swimming for health improvement. However, most swimmers did not start outdoor swimming to find a means of improving health, but many self-reported health improvements as a consequence of their swimming.

The survey grouped medical conditions into categories, which has limitations in terms of specificity to individual conditions. However, the vast range of potential disease conditions made this the most practical step to take. There were generally a small number of conditions that were more common; for example, in the mental health category, diagnoses of depression and anxiety were common and have been interrogated more deeply than other categories. Similarly, migraine was the most frequent condition in the neurological category. In medical categories with small numbers, this should not rule out any impact that the activity may have on their symptoms, and the number of participants with these conditions was too small to provide a statistical association. The survey as an initial investigation is adequate to gather together anecdotal self-reports; however, further, more in-depth investigation is required. Potential avenues for progressing the research include corroborating patient-reported outcomes with independent medical judgment and inclusion of condition-specific surveys to assess the patient-reported outcomes in a more sensitive, specific, and systematic manner. However, this approach now seems more feasible and can be better targeted, given the information in this paper.

The type of medical condition may limit some of the given responses; for instance, migraine attacks are sporadic and not easy for people to determine how severe or long an attack would last or even if swimming in cold water caused a reduction in symptoms. However, the participants may still have future migraines; therefore, outdoor swimming has not cured the condition. Therefore, although they may report some acute symptom reduction, it is unclear how frequently they might or will have these attacks, and without detailed logs of attacks and severity scoring, it can be challenging to establish whether the intervention, in this case, outdoor swimming, is affecting their symptoms.

Opportunities for Further Study

It is well-established that people’s perceptions of their illness are crucial to health care providers to evaluate and support the patient’s empowerment and self-care ability. An individual’s perception of factors related to their illness or symptoms influences their coping behavior [32], trust in themselves, beliefs that they can manage their illness and prevent it from becoming worse [33]. Therefore, an individual’s experience in noticing and interpreting their experience of bodily changes during self-care activities such as engaging in outdoor swimming is important information for health care providers about the efficiency of such activities in promoting self-care. Furthermore, a person’s perception of improvement in health has a positive effect [34]. This relationship is conceptualized in the Common Sense Model of Illness Perception, which proposes that the positive beliefs that a person holds regarding their illness directly lead to better mental well-being and the development of active coping strategies [35]. However, validation of perceived improvements in health would need clinical interventions that would provide invaluable information about alternative methods for treating many physical and mental health conditions. Therefore, further research is needed to establish whether swimmers’ perceptions of improved health translate into outdoor swimming being effective in reducing symptoms of poor mental and physical health. Potential research should look to establish the clinical and cost-effectiveness of outdoor swimming as a treatment intervention. In addition, it would also need to fall in line with current policies such as the National Health Service Long-Term Plan [36], Mental Health Implementation Plan [37], the Community Mental Health Framework for Adults and Older Adults [38], and the Garside report [39]. These policies recommend the need for personalized care and patient choice and provide a framework for delivery. In particular, the Garside report [39] describes the limited evidence base for nature-based activities. So far, the main focus has been on land-based activities, with few water-based interventions. Therefore, further studies to establish the impact on mental and physical health conditions could use clinical trial methodologies. For instance, these may include randomized control trials with mixed method approaches to establish whether the outdoor swimming intervention is acceptable and has a therapeutic effect. If a therapeutic effect is found, for whom does it have an effect (in terms of a medical condition, patient age, and socioeconomic
status), and how does that effect occur (through psychological, sociological, or physiological mechanisms, or more likely a combination of all 3)? Further avenues for research into the perception of impact on health conditions may be considered, such as why participants perceive improvements. Such research may include the use of innovative qualitative study methods; one such method was explored with great effect by Denton and Aranda [12].

Conclusions
In conclusion, physical activity in the form of outdoor swimming was perceived to have a positive impact on health and is associated with perceived improvements in some medical conditions, namely mental health, musculoskeletal, and cardiovascular conditions. For many, not just those reporting a reduction in symptoms of a medical condition, outdoor swimming has become a lifestyle choice to be physically active in cold water. Although this study cannot provide causal relationships, unpick the reason for symptom reduction, or provide mechanistic insight, it does provide a starting point for more targeted research into individual conditions or categories of conditions in those who choose or would like to start outdoor swimming.
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Abstract

Background: Digital communication has emerged as a major source of scientific and medical information for health care professionals. There is a need to set up an effective and reliable methodology to assess and monitor the quality of content that is published on the internet.

Objective: The aim of this project was to develop content quality guidelines for Neurodiem, an independent scientific information platform dedicated to neurology for health care professionals and neuroscientists. These content quality guidelines are intended to be used by (1) content providers as a framework to meet content quality standards and (2) reviewers as a tool for analyzing and scoring quality of content.

Methods: Specific scientific criteria were designed using a 5-point scale to measure the quality of curated and original content published on the website: for Summaries, (1) source reliability and topic relevance for neurologists, (2) structure, and (3) scientific and didactic value; for Congress highlights, (1) relevance of congress selection, (2) congress coverage based on the original program, and (3) scientific and didactic value of individual abstracts; for Expert points of view and talks, (1) credibility (authorship) and topic relevance for neurologists, (2) scientific and didactic value, and (3) reliability (references) and format. The criteria were utilized on a monthly basis and endorsed by an independent scientific committee of widely recognized medical experts in neurology.

Results: Summary content quality for the 3 domains (reliability and relevance, structure, and scientific and didactic value) increased in the second month after the implementation of the guidelines. The domain scientific and didactic value had a mean score of 8.20/10. Scores for the domains reliability and relevance (8-9/10) and structure (45-55/60) showed that the maintenance of these 2 quality items over time was more challenging. Talks (either in the format of interviews or slide deck–supported scientific
Introduction

Over the last three decades, digital communication has emerged as a major source of medical information for health care professionals in a wide range of specialties, including neurology [1-3]. Web-based medical content is a valuable resource to provide updates on the latest medical news, share information with peers, and support education [4,5]. In light of the rapid growth in the number of medical websites with various content streams, either curated or original, the quality of scientific information that is disseminated through these tools has become a critical issue [6,7]. Thus, there is a need to ensure that digitally published scientific information dedicated to health care professionals is accurate, credible, relevant, and unbiased.

No single standard exists to objectively evaluate the quality of medical information available on the internet [8], although frameworks and measurement tools that provide users, including clinicians and researchers, with quality assessment options when navigating on an information platform have been proposed [9-17]. A simple and reliable methodology for screening and assessing the quality of web-based information could be a first step in developing optimal editorial guidelines that can be applied to digital scientific content and allow the production and sharing of reliable and accurate materials for the medical community. A quality process for web-based medical communication should be equivalent to those established for peer-reviewed scientific journals and include scoring grids of criteria to assess the quality, originality, and relevance of published content.

Neurodiem (Biogen Inc) is a free multilingual and multicountry digital platform for independent information and education—the latest news and literature in neuroscience—dedicated to health care professionals and scientists. Neurodiem is nonpromotional and provides strictly independent, impartial, and unbiased scientific content (in particular, with respect to Biogen’s drug portfolio and therapeutic areas of interest). To meet this requirement, content published on Neurodiem is selected or generated exclusively by third-party publishers based upon the advice of advisory committees of neurologists and the published information covers all subspecialties of neurology in a balanced manner.

In addition, content on Neurodiem is monitored by a scientific steering committee of expert neurologists (who oversaw the development of the platform and who contributed to the development of these content quality guidelines).

The platform publishes content such as summaries of peer-reviewed journal papers (extractions of the most relevant information from a published paper), coverage of comments on communications from neurology conferences, and presentations and talks on currently debated topics by expert neurologists, and also provides access to a selection of full-text papers from top-tier journals in neuroscience.

The Neurodiem steering committee developed a robust approach to evaluate scientific quality standards for content, while maintaining the independence of delivered information—scientific and medical content quality guidelines for Neurodiem content were first released in January 2020 (Multimedia Appendix 1) and described not only governance, roadmap and workflows for the quality process, but also, proposed custom criteria and a scoring system for the analysis and monitoring of scientific and medical various content stream quality.

The objective of this paper is to respond to an unmet need for content quality control with a new methodology for the assessment of platform content quality.

Methods

Content Quality Criteria and Rating System

The Neurodiem steering committee developed content quality guidelines in order to maintain and improve the quality of scientific content published on the website. We shared these content quality guidelines with stakeholders involved in the content quality process. First, content providers required specifications for scientific and medical quality standards adapted to and expected by a neurology audience, and second, scientific reviewers received an objective quality criteria and rating system which identifies areas of improvement, which can be shared with content providers on an ongoing basis.

A grid with specific quality criteria was designed for each content stream—summaries, congress highlights, expert points of view, and expert talks—published on Neurodiem (except for licensed content, ie, full-text journal papers that have already gone through a peer-review process).

Quality criteria were defined and organized into domains to support granular analysis of content quality based on scientific
relevance as well as editorial and journalistic standards featuring information dedicated to a specialized health care professional audience.

A 5-point scale from 1 (lowest score) to 5 (highest score) was used to rate each criterion. Each quality domain rating was multiplied by a criticality coefficient, and the products were summed for the total quality score; each domain was validated by the steering committee. This quality evaluation method was developed using the Neurodiem platform as an example, and it is most appropriate to Neurodiem content and is specific to each section of the platform. Using generalized evaluation grids could be less accurate and not applicable for all sections, which is why a new flexible method was needed for Neurodiem and similar platforms.

**Review Process**

In order to analyze and rate the scientific quality of Neurodiem content, 4 countries (France, Germany, Spain, and Italy) were selected for pilot implementation of the content quality guidelines for a 1-year duration. Reviewers had to (1) be a native speaker of a language represented on the Neurodiem local platform, (2) have a high-level scientific and medical profile (including a solid background in neuroscience or neurology), (3) have experience writing, reviewing, and editing scientific content, and (4) commit to a minimum of 1 year, in order to ensure content review homogeneity and be able to perform long-term assessment of the process.

In order to avoid any influence of the review process on content selection and production, the review process was performed after publication (usually within 1 month). Scientific content quality was assessed on a monthly basis for 1 year (10 months; no reviews were performed in August and December).

Due to the high volume of content published on Neurodiem, the quality review process was only performed on a representative sample—papers and talks were selected from the 18 neurology topics on Neurodiem (cognition, critical care, dementia, epilepsy, genetics, headache, imaging, movement disorders, multiple sclerosis, neuromuscular disorders and rare diseases, neurovascular diseases, and pediatric neurology), and then, were individually interviewed to ascertain their feedback and suggestions. Neurologists’ advice and proposals related to definitions, wording, and validity of quality criteria, as well as scoring used for rating, were synthesized in a group meeting. An updated version of the Neurodiem content quality guidelines was released in January 2021 (Multimedia Appendix 1).

**Scientific Quality Specifications and Measurement Tool**

**Summaries**

**Overview**

Paper summaries cover curated full-text papers published in peer-reviewed journals in the field of neuroscience. The scientific quality of a summary depends on the accurate and succinct articulation of the content from the source paper in line with the predefined format for this content type (Multimedia Appendix 1). Three quality domains were defined: (1) reliability and relevance (of the source content and of the topic) with respect to an audience comprising neurologists, (2) structure of the summary, and (3) the scientific and didactic value of the summary.

**Reliability and Relevance**

Criteria are listed in Table 1.
Table 1. Reliability and relevance criteria.

<table>
<thead>
<tr>
<th>Item</th>
<th>Criterion description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Journal</td>
<td>Papers curated for generating summaries should be originally published in high-impact factor or renowned peer-reviewed journals in neurology or neurosciences, to target scientific information primarily validated by a board of editors and reviewers. The journal quality assessment is based on H-index classification used in the field of Clinical Neurology, which was recommended by the scientific steering committee. The score reflects a neurologist’s quality assessment of the journal: 1 for a paper not curated from a peer-reviewed scientific journal; 2 for a journal not classified in the SCImago Journal Rank; 3 for H-index values &lt;30, 4 for H-index values 30-69, and 5 for H-index values ≥70.</td>
</tr>
<tr>
<td>Topic</td>
<td>Selected papers should be representative of current and major and scientific news at the forefront of information in each neurology subspecialty. According to the needs and interests of Neurodiem audience, selected topics should preferably have direct impact on clinical practice or translate into major changes of the research and development landscape in neurology. The topic is scored on a scale from 1 to 5, based on the contribution in the neurology field or direct or the immediate impact in the clinical practice based on the author’s conclusion.</td>
</tr>
</tbody>
</table>

Table 2. Structure criteria.

<table>
<thead>
<tr>
<th>Item and subitems</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Title and teaser text</td>
<td>The title and teaser text are the entry points to the paper summary on the home page and, thus, require particular attention. These 2 elements were evaluated on the basis of accuracy of the information, attractivity, clarity, and conciseness. The title should reflect the actual and main findings of the original paper. The teaser text should be distinct from the title text and provide more information while leaving the readers curiosity opened to explore the paper.</td>
</tr>
<tr>
<td>Take away</td>
<td>This section should contain 1 to 2 sentences to summarize the main findings of the source paper. Considered to be independent from the rest of the summary, this section is evaluated according to the clarity and relevance of the main results supporting the authors’ conclusions.</td>
</tr>
<tr>
<td>Why this matters</td>
<td>In the format of 2 bullet points, this section is evaluated based on whether or not the structure and information on the clinical practice included in the original paper are respected. This section should (1) provide contextual information about the state of the art prior to the study and why it was interesting to explore the subject and (2) highlight study results’ critical clinical implications or impact, in terms of disease mechanisms or pathophysiological paradigm changes, candidate molecule development, anticipated switch of clinical practices and content quality guidelines, in neuroscience.</td>
</tr>
<tr>
<td>Study design</td>
<td>This section is evaluated based on whether the main material and methods used in the study, focused on the key elements in relation to the study results, are summarized, complete and accurate. Layout features for this paragraph should imperatively include:</td>
</tr>
</tbody>
</table>
| Study objective                           | • The primary endpoint; when relevant, the secondary endpoints  
• The characteristics and size of the analyzed population, subpopulations, if applicable; animal model of pathologies will also be defined if needed  
• The study design, in particular, groups being compared  
• The follow-up duration and critical time points of analysis  
• The description of the procedures, clinical scales, or parameters being measured as well as the rationale of these measurements (ie, the expected outcomes. Synthetic background information on investigations performed may be provided when dealing with cutting-edge technologies not obviously known by any subspecialists in neurology) |
| Key results                               | The Key results section should provide an adequate and concise description of the major findings of the work. Primary endpoint–related results should be prioritized. Secondary endpoints may be included when extending the field of knowledge or paving the way for new hypotheses to be tested. It is important to illustrate remarkable results by providing numerical data with exact P values together with confidence intervals to illustrate the effect size and clinical value of data. It is recommended that the study’s key take-home messages, including medical interpretations, be summarized at the end of this section in order to facilitate the retention of this information by readers. |
| Limitations                               | The Limitations section should briefly summarize study methodological characteristics potentially impacting findings interpretation and usually addressed in the discussion part of the source paper. |

Scientific and Didactic Value

The domain scientific and didactic comprises 2 items (Table 3) scored from 1 (strongly disagree) to 5 (strongly agree), which were summed to generate the domain score (Multimedia Appendix 1).
Table 3. Scientific and didactic value criteria.

<table>
<thead>
<tr>
<th>Item</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>The paper summary must represent the original curated content with (1) accurate scientific glossary, abbreviations, and the numerical and statistical data described in the original full-text paper; (2) the accurate and relevant summary of the methodology, results, interpretation, conclusion, and impact in the clinical setting of the original full-text paper.</td>
</tr>
<tr>
<td>Didactic dimension</td>
<td>The didactic dimension is evaluated based on whether or not the Summary is clear, succinct, and comprehensible at first reading. It is important to provide enough background information, including context and scientific and medical definitions that are not common or shared among the neurologist community (eg, gene and protein functions, mode of action of new molecules, expected outcomes from emerging technologies). Understandability and readability of the Summary should be also supported by critical data that are presented logically and coherently.</td>
</tr>
</tbody>
</table>

**Overall Quality**

To obtain the overall quality score for paper Summaries, each domain subscore was weighted by a coefficient: 1, for reliability and relevance; 2, for structure; and 4, for scientific and didactic value. The products were summed to generate a total score out of 100.

**Congress Highlights**

**Overview**

Congress highlights present coverage of posters or oral communications from international and national top-tier conferences in neurology in an abstract format. The Neurodiem editorial team proposes a mean coverage of 1 conference per month.

**Textbox 1.** Coverage criteria.

<table>
<thead>
<tr>
<th>Criteria</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>• Coverage of both scientific and clinical-oriented topics. According to the clinician audience targeted for Neurodiem, selected topics should have a direct impact on clinical practice or translate at some point into clinical development or evolution in clinical practice.</td>
<td></td>
</tr>
<tr>
<td>• Coverage of hot topics, scientific or clinical highlights and late-breaking news sessions, representative of major and most topics expected to be presented during the congress.</td>
<td></td>
</tr>
<tr>
<td>• Coverage of both posters and oral communications, prioritizing oral communication with more validated and impactful outcomes (no more than 10 or 15 per 100 posters).</td>
<td></td>
</tr>
</tbody>
</table>

**Scientific and Didactic Value (Individual Abstracts)**

**Structure**

The structure domain for conference abstracts is similar to that for summaries. In addition, it is recommended that a short comment from an expert neurologist that identifies implications for clinical practice and clinical research milestones achieved or to be further defined be included.

**Accuracy and Didactic Dimension**

When applicable, scientific quality assessment should be based upon whether the main scientific content of the original congress communications was respected.

The didactic dimension of the abstract should be assessed on the ability to highlight new concepts and translate the findings into clinical practice.

Each item is scored out of 5, from 1 (strongly disagree) to 5 (strongly agree); scores were summed for an overall domain score out of 10.

**Congress Selection Relevance**

This content covers the main international and national conferences in the neurology field. The congress should address topics related to one or multiple subspecialties in neurology (scored out of 5, where 0 is not relevant and 5 is highly relevant).

**Congress Coverage**

The objective of congress coverage is to provide medical news that faithfully reflects the original congress’ program, spirit, and potential scientific and medical breakthroughs. Thus, congress highlights should be characterized by 3 criteria (Textbox 1). Each criterion received a score out of 5; scores were summed for an overall congress coverage score out of 15.

**Expert Points of View and Talks**

**Overview**

Expert points of view and talks were developed by the Neurodiem editorial team exclusively for this platform in order to offer a synthesis on a current neurology topic by a recognized medical expert in the field. Expert points of view and expert talks are intended to offer a synthesis on a neurology current topic by a recognized medical expert in the field to allow neurologists to get expert opinions or overviews on emerging, state-of-the-art, or hot topics in neurology. Expert points of view and talks were assessed by an independent reviewer.

**Overall Quality**

Each domain subscore was weighted by a coefficient: 1, for congress selection relevance; 2, for congress coverage; 1, for structure; 4, for accuracy and didactic dimension; the products were summed to generate a total score out of 100 (Multimedia Appendix 1).
Subscores for 3 quality domains were weighted: a coefficient of 3 for credibility and relevance, a coefficient of 4 for scientific and didactic value, and a coefficient of 1 for reliability and format; the products were summed to generate a total score out of 100.

**Credibility and Relevance**
Authors or speakers and topic (Table 4) scores were summed to generate a domain subscore out of 10, which was weighted by a coefficient of 3.

**Table 4.** Credibility and relevance criteria.

<table>
<thead>
<tr>
<th>Item</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Authors or speakers</td>
<td>Authors or speakers who have been selected to share their expert point of view should be key medical experts in neurology subspecialties (neurologist or neuroscientist). Presenters should meet quality standards in terms of academic seniority (Assistant Professor degree or equivalent), reputation among their peers and long experience (score out of 5; on a scale from 1, strongly disagree, to 5, strongly agree).</td>
</tr>
<tr>
<td>Topic</td>
<td>The topic should be related to recent advances or debated issues in the neurology or neuroscience. The subject should be of interest to the neurologist community; hence, content should have a valuable and original contribution to the field and a significant clinical impact (scored out of 5; 1, not related to neurology; 5, relevant and is a major contribution to the field).</td>
</tr>
</tbody>
</table>

**Scientific and Didactic Value**
Structure, accuracy and didactic dimension, and writing or speech quality (Table 5) were each assessed out of 5, on a scale from 1 (strongly disagree) to 5 (strongly agree), and summed for a domain subscore out of 15, which was then weighted by a coefficient of 4.

**Table 5.** Scientific and didactic value.

<table>
<thead>
<tr>
<th>Item</th>
<th>Description</th>
</tr>
</thead>
</table>
| Structure             | Structure for expert points of view and talks presentations were evaluated with a score from 1 to 5 based on the inclusion, accuracy, and the chronology order of:  
  • An introduction that includes (1) scientific background information, (2) a rationale for topic selection based the current state of scientific and clinical knowledge, and (3) a presentation overview  
  • Scientific and clinical evidence supporting the topic including numerical key data  
  • An overview of why these results have a scientific and medical impact in the neuroscience/neurology landscape  
  • A summary of take-home messages and conclusions relating to anticipated milestones in neuroscience research, direct implications for clinical practice and/or updates to this content quality guidelines  
  Importantly, the expert point-of-view structure will be supported by occurrence of relevant and meaningful subheadings for each paper’s section or by titles corresponding to the different sections or main messages of the presentation. Overall, attention should be paid to logical development of scientific arguments and evidence. |
| Accuracy and didactic dimension | • Accurate and concise background information and research or clinical context  
  • Relevant selection of specific arguments, scientific evidence, and illustrations for supporting expert demonstration |
| Writing or speech quality | • Authors or speakers should display the ability to synthesize ideas and provide simplified explanations of cutting-edge techniques or complex concepts  
  • Writing or speech style: a neutral, factual, and formal tone should be used  
  • Clarity and coherence: logical links between arguments and sections supporting scientific discussion  
  • The quality of English or local language and grammar should be appropriate |

**Reliability and Format**
Each of these 2 items (Table 6) were scored out of 5 based on duration of the presentation (1, for too long or too short in duration; 5, strongly agree for those approximately 5 minutes) and summed to generate a domain subscore out of 10 (Multimedia Appendix 1).

**Table 6.** Reliability and format.

<table>
<thead>
<tr>
<th>Item</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>References</td>
<td>References cited in expert point of view or talks should be focused, and source of references should be reliable and consequently selected exclusively from (1) high-impact factor or recognized peer-reviewed journals in the neurology or neuroscience field (2) validated and up-to-date clinical guidelines.</td>
</tr>
<tr>
<td>Format</td>
<td>Owing to the summarized format targeted for expert point of view, core content of the paper should not exceed 1500 words. Likewise, informal talks should not exceed 5 minutes (to respect technical feasibility because big files cannot be uploaded to the platform), audience expectations (scientific community has short time to watch presentations and videos)) while more academic presentations should be between 5 and 10 minutes.</td>
</tr>
</tbody>
</table>
Results

Summaries
The overall quality score increased from 75 in month 1 to 85 in month 2. The scores stabilized at a high level (score range between 70 and 80/100) (Figure 1). The domain scientific and didactic value had a mean score of 8.20/10. Those for reliability and relevance (8-9/10) and structure (45-55/60) showed that maintenance of these quality items over time was more challenging.

The ratings for the domain scientific and didactic value for the 12-month analysis period showed a trend similar to that of the structure domain an increase until month 4, followed by steady state, with a brief drop at month 8 (Figure 2).

**Figure 1.** Analysis and monitoring of scientific quality applied to Summaries published on Neurodiem over a 12-month period.

**Figure 2.** Analysis and monitoring of scientific and didactical quality applied to article Summaries published on Neurodiem over a 12-month period.

Expert Points of View and Talks
Talks were always provided by medical experts without revisions or changes and were maintained in their original format for publication in Neurodiem. Scores were high, which was sustained over time (Figure 3). Similar to those for expert talks, scores for expert point of view were high, which was sustained throughout the 12-month period.
Discussion

These evaluation scores and criteria showed that the chosen methodology was appropriate to evaluate content quality shared on internet scientific platform. The development and use of content quality guidelines, with editorial specifications and a measurement tool, ensure that the scientific and medical content on Neurodiem is high quality. The quality criteria and scoring system facilitate the delivery of relevant, reliable, and current information in neurology while respecting the editorial independence of third-parties and expert panel who are involved in the selection and production of content published on the website. This approach has multiple uses. This framework is intended for content providers and medical writers in order to define content quality guidelines and standards for reaching scientific and medical excellence of the content. The content quality guidelines provide a simple criteria checklist and evaluation scale to deliver an objective analysis and quantitative assessment of content, and monthly monitoring of papers and talks provides regular quality reports and objectives to content providers, which leads to the improvement of quality over time.

For the Summaries, a parallel evolution between the structure and Scientific and didactic value could be explained by overlapping assessment objectives of some quality items in both quality domains. Interestingly, the rating decrease at month 8 was observed to be concomitant to some turnover in the medical writers’ team of content providers. Hypothetically, the drop could be due to delay in application of the content quality guidelines by the medical writers who recently joined the medical writers’ team.

Several eHealth information quality evaluation tools exist to answer the needs of different profiles of internet resource users, including patients and health care professionals [18,19]. These tools have features that overlap with those in our approach, such as assessing the credibility of digital content through experts scientific trust value (authors, speakers), the content, and content reliability via source checking of validity and up-to-date references. The importance for the target audience and their scientific needs are also highly represented in the checklist of both quality measurement systems. The accuracy of scientific content is addressed through the analysis of the strength and value of the scientific evidence provided. Moreover, content readability, such as appropriate language use, clarity of expression, and the logical flow of arguments are common quality criteria in digital medical information evaluations. Although not formally assessed in our approach, disclosures and conflicts of interest are systematically displayed in the author section on Neurodiem to ensure the website’s editorial independence. The didactic dimension is an original and key feature of the Neurodiem quality approach. Based upon feedback from the scientific steering committee, the weighting of didactic value was increased, in order to highlight the importance of strong clinical relevance for Neurodiem content.

Our content quality guidelines are used to evaluate of scientific and medical content dedicated to clinicians, and although it was developed for use on a neurology-specific platform, the tool could be easily translated to any medical specialty. In addition, the Neurodiem content criteria grids are adapted to the format of web-based content (the most important sections allowed higher scoring). This methodology could be used by content creators or providers to support the production and review of content and information published on web-based scientific platforms. Alternatively, these content quality guidelines could also be of value to the medical community as a rapid and effective method of appraising the quality of content when consulting medical education websites.

There are some limitations to our quality assessment system. First, although our quality measurement tool provides a relatively strict framework for an objective rating, its application is nevertheless likely subject to inter-reviewer variability (the score attributed to each section may vary from reviewer vision to another). The difference in scores attributed by each reviewer during their assessment may be particularly pronounced for the evaluation of items such as didactic dimension or quality of speech and writing, which can be quite subjective and linked directly to the reviewer own interpretation. In order to reduce heterogeneity in content quality assessment, we propose that there be a standardized training session for reviewers, aimed to educate them on the adequate and consistent use of the scoring system. Second, some global and general conferences in
neurology (eg, European Academy of Neurology, American Academy of Neurology) are characterized by a substantial communication program with a broad panel of scientific and clinical topics in distinct neurology subspecialties; as a result, we must recognize that assessments of whether congress coverage on the website is faithful to the original congress program are challenging. Thus, while our system is well suited to granular review of scientific and medical content at the single paper or topic level, improvements are needed for the assessment of content with a breadth of topics, such as a congress program. In future iterations of the content quality guidelines, automation and artificial intelligence technology could address this issue [20-22].

Our content quality guidelines are an editorial and quality evaluation system for information on Neurodiem that was developed to preserve editorial independence. Our methodology consists of a simple and short set of criteria to be used by content providers or reviewers to objectively assess the scientific and medical excellence of content, with special emphasis on impact and applicability in clinical practice. This standardized approach could be used on any biomedical news and resource digital platforms beyond the initial scope of neurology. These content quality guidelines support the implementation of a content quality strategy in the content creation phase as well as in the review process, which is the cornerstone of a high-quality digital communication platform [23].
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Abstract

Background: While telemedicine has been expanding over the past decade, the COVID-19–related restrictions regarding in-person care have led to unprecedented levels of telemedicine utilization. To the authors’ knowledge, no studies to date have quantitatively analyzed both national and regional trends in telemedicine utilization during the pandemic, both of which have key implications for informing health policy.

Objective: This study aimed to investigate how trends in telemedicine utilization changed across the course of the COVID-19 pandemic.

Methods: Using data from doxy.me, the largest free telemedicine platform, and the NIH (National Institutes of Health) Clinical Center, the largest clinical research hospital in the United States, we assessed changes in total telemedicine minutes, new provider registrations, monthly sessions, and average session length from March to November 2020. We also conducted a state-level analysis of how telemedicine expansion differed by region.

Results: National telemedicine utilization peaked in April 2020 at 291 million minutes and stabilized at 200 to 220 million monthly minutes from May to November 2020. Surges were strongest in New England and weakest in the South and West. Greater telemedicine expansion during the COVID-19 pandemic was geographically associated with fewer COVID-19 cases per capita. The nature of telemedicine visits also changed, as the average monthly visits per provider doubled and the average visit length decreased by 60%.

Conclusions: The COVID-19 pandemic led to an abrupt and subsequently sustained uptick in telemedicine utilization. Regional and institute-level differences in telemedicine utilization should be further investigated to inform policy and procedures for sustaining meaningful telemedicine use in clinical practice.


https://www.i-jmr.org/2022/1/e29880

Interact J Med Res 2022 | vol. 11 | iss. 1 | e29880 | p.152

(page number not for citation purposes)
INTRODUCTION

In the past three decades, telemedicine—defined by the National Institutes of Health (NIH) as the use of telecommunication and technological services to provide and support medical care at a distance—has been widely adopted by health care providers and systems across the world [1,2]. Telemedicine can include synchronous modalities (ie, real-time audio or audiovisual interaction), asynchronous modalities (ie, messages or images exchanged via a patient portal), or remote patient monitoring. However, synchronous audiovisual communication attempts to closely replicate ordinary patient-provider or provider-provider interaction to the maximum extent possible given the limitations in audiovisual communication caused by vision or hearing impairments, both of which are prevalent among patients and providers [3,4].

The main advantages of telemedicine include improved accessibility of care, particularly for rural and underserved communities; flexibility of scheduling; greater continuity of care; reduced cost of care in certain situations; and enhanced collaboration between medical providers [5-7]. The information technology revolution, including the rapid expansion of electronic health record (EHR) usage and sharing, has accelerated the expansion of telemedicine, with more than 60% of US health care systems and 40% to 50% of US hospitals employing some form of telehealth [8]. Due to the COVID-19 pandemic in 2020, telemedicine abruptly became the safer form of care in many cases and the only practically allowable form in others.

Care delivery using telemedicine, however, is not without behind-the-scenes complexities, including coordination across EHRs, patient portals, e-prescribing platforms, other scheduling- or monitoring-related applications; access to secure, effective audiovisual communication software; and acquisition of sufficient computer hardware and high-speed internet. Due to these nuances of telemedicine, a large and growing body of research has emerged to study telemedicine’s efficacy across a diverse set of care delivery settings, patient populations, medical specialties, and geographic regions.

Telemedicine research has been an area of broad interest and development since the 1990s; in both 2018 and 2019, there were nearly 3000 publications each year related to telemedicine or telehealth [8]. These studies, largely in behavioral health-related settings, have demonstrated that the consumer experience is equivalent or superior to in-person encounters across a range of diagnoses, patient populations, and health care settings [7,9-11]. Moreover, under certain circumstances telemedicine is more cost-effective than in-person care and can allow health care entities to provide health care where it may otherwise be unavailable, either due to physical distance between the provider and patient or distance between a group of patients who can interact remotely but not in the same physical setting [7,12-14]. However, there has historically been a gap between the increasing research interest in telemedicine and its broad-scale implementation and acceptance by health systems due to reimbursement limitations, technical barriers, physician attitudes, and lack of physician education [15,16]. Physician skills may themselves need to be adapted and optimized for virtual care settings [15,17,18].

During the COVID-19 pandemic, telemedicine has become vital, or mandatory, for many purposes for which it was formerly convenient or optional. Due to the serious and ongoing safety risks associated with the spread of COVID-19 in in-person health care settings, widespread telemedicine adoption has become a necessary substitute for everything from routine health maintenance visits or exams to COVID-19–related issues. In March 2020 alone, the Cleveland Clinic reported 60,000 telehealth visits, a 1700% increase from the previous monthly average [19]. Similarly, a retrospective analysis of January to March 2020 from the Centers for Disease Control and Prevention (CDC) showed a 154% increase in telehealth visits in the last week of March, with COVID-19–related visits comprising 15.2% of these visits [20]. More recent data from the Veterans Affairs health administration indicated that trends have persisted well into the later stages of the pandemic, with a tally of more than 300 million virtual visits in the month of June 2020 alone [21]. Moreover, a recent survey of multispecialty physicians revealed that although only 12% of those surveyed had used telemedicine prior to the pandemic, 91% planned to continue offering telemedicine services following COVID-19 [22]. Thus, understanding the nuances of these trends in telemedicine usage has significant implications for not only the COVID-19 era, but for the future of health care [1,23-25].

While many patients and physicians initially resorted to familiar platforms such as FaceTime for virtual medical appointments, it was quickly recognized that these platforms did not assure security, privacy, or quality, which pushed many health care providers and systems to consider using existing telemedicine platforms. Doxy.me is a national telemedicine platform launched in 2013 primarily to serve mental health providers that has since been scaled to cover all types of medical specialties. While there are other commercial telemedicine platforms in the rapidly expanding telehealth industry, doxy.me is the largest platform that is both free and HIPAA (Health Insurance Portability and Accountability Act)-compliant, making it a popular choice for providers looking for a swift transition to virtual care amidst the COVID-19 pandemic [26-28]. Even as other telemedicine platforms emerged, trends in the usage of doxy.me can therefore reveal national changes in the use of telemedicine occurring in response to the pandemic due to its widespread, national utilization.

In contrast, some institutions like the NIH Clinical Center, known as “America’s research hospital” [29], elected to develop their own internal telemedicine programs. While these programs took longer to jumpstart given that they had not been established prior to the pandemic, they allowed institutions like the NIH Clinical Center to ensure full integration with their existing...
hospital and research infrastructure, as well as the sustainability of the program beyond the pandemic. The aim of this study was to comparatively analyze trends in telemedicine utilization during COVID-19 from both doxy.me’s national platform and the NIH Clinical Center’s program to better quantify how and where the COVID-19 pandemic has most influenced telemedicine usage. Synchronous audiovisual visits, and the ancillary factors that enable them, were the focus of this study.

**Methods**

**Study Design**

We conducted a retrospective observational study of trends in telemedicine utilization from two different stakeholders: doxy.me, a national platform that has been supporting telemedicine encounters prior to COVID-19; and the NIH Clinical Center, the nation’s largest clinical research hospital, which developed a telemedicine program in response to COVID-19. Doxy.me’s workflow is designed to be as simple as possible while still being familiar to both patients and doctors, with a check-in feature, a waiting room, and a patient queue. The virtual platform attempts to greet patients with a routine that feels familiar to the clinical experience. No patient information is stored by doxy.me, all calls are encrypted end to end by default, and the platform is built on top of an open-source standard for real-time communication over the internet. The platform is built to only operate within trusted web browsers provided by Mozilla, Apple, Google, and Microsoft, who update their products on a rolling cycle every 6 to 9 months to ensure they are patched and up to date. Our study analyzed doxy.me usage from January to November 2020, the period in which the pandemic and, consequently, the need for virtual encounters accelerated most rapidly.

The NIH Clinical Center’s telemedicine program is markedly different from doxy.me, being institution-specific in scope and having been developed directly in response to COVID-19 for secure videoconferencing with past and present patients at the NIH Clinical Center. It is based on Microsoft Teams (Microsoft Corp), a platform compliant with the NIH’s privacy and security policies. Information about the NIH Clinical Center’s program was provided by individual NIH institutes via Medical Executive Committee meetings and a web-based telehealth resources section. This program was launched in April 2020, and this analysis encompasses all telehealth visits between April and November 2020 at the NIH Clinical Center.

Both doxy.me and the NIH Clinical Center track metrics for quality assessment and quality improvement purposes. Doxy.me tracks registered providers, sessions, and minutes as a measure of growth, and conducts annual risk assessments and updates per HIPAA and Health Information and Technology for Economic and Clinical Health (HITECH) policies accordingly. Updates include vulnerability and patching updates, backup and business continuity plans, encryption of data stored at rest or transfer per the recommendations of the National Institute of Standards and Technology, and regular access and error log audits via an intrusion detection system. Notably, any provider using the platform can generate a Business Associate Agreement signed by doxy.me, to assist in maintaining HIPAA/HITECH compliance across the board. Doxy.me also allows for the storage of emergency forms with the primary provider’s contact information for each patient. In contrast, the NIH Clinical Center’s data tracking includes linkage of all data contained in the EHR. To initiate an NIH Clinical Center telehealth encounter, care teams enter an electronic appointment request in the EHR. The Health Information Management Department conducts a documentation review for each patient encounter. Completed, documented appointments are marked as “arrived” and subsequently counted as telehealth visits.

**Statistical Analysis**

Trend analysis was performed on both data sets. For doxy.me data, regression analysis was performed to illuminate state-level trends in telemedicine versus COVID-19 case rates. State-by-state COVID-19 case rates were derived from the CDC’s database [30]. Additionally, US census data were used to normalize levels of telemedicine utilization and COVID-19 cases across different states. Data analysis and graphical depictions were performed using Microsoft Office (Microsoft Corp).

**Results**

**Nationwide Telemedicine Trends**

Doxy.me’s telemedicine volume surged from just over 5.5 million monthly minutes in February 2020 to more than 89 million monthly minutes in March 2020 (Figure 1), a 29-fold increase compared to usage data from March 2019. Increases in the number of telemedicine sessions per provider were also observed, as was a highly significant decrease in the average length of telemedicine sessions during March and April 2020 compared to prepandemic times (Figure 2). This finding indicates a change in the average telemedicine encounter, the nature of which is not fully understood.

Doxy.me’s provider registrations—tracking the number of new providers signing up on their platform—revealed that the intensified use of telemedicine was mainly driven by new users. March yielded the greatest number of new provider registrations at 299,324, a more than 3-fold jump in doxy.me’s total provider base in just 1 month. Predictably, this uptick in provider registrations occurred in tandem with the initial declaration of COVID-19 as a global health emergency by the World Health Organization and with stay-at-home directives in the United States. However, since May 2020, new provider registrations have stabilized at a much lower level, fluctuating between 12,000 and 19,000 new registrations per month.

Similarly, total minutes of telemedicine utilization accelerated rapidly in March and April 2020 but then stabilized at a new, markedly higher (48×) level as compared to prepandemic times, approaching 300 million minutes/month in April and settling at just over 200 million minutes/month (Figure 1).
Figure 1. The total number of session minutes per month logged on the doxy.me platform from January to November 2020. These data demonstrate that while monthly minutes peaked in April at 291 million minutes, the high level of utilization largely plateaued from May to November.

Figure 2. The average session length per doxy.me provider per month from January to November 2020. These results elucidate the dramatic decrease in telemedicine session length ($P<.001$) at the onset of the pandemic, from February to March. From April to November, the average telemedicine session length normalized back to pre–COVID-19 levels with the average session length during November not significantly lower than in January ($P=.10$). Asterisk indicates a statistically significant difference.
Regional Telemedicine Trends

Telemedicine utilization across states and over the course of the pandemic revealed that the surge in the utilization of telemedicine was highly correlated with the earlier expansion of telemedicine service capacity in certain states ($m=4.18$; $R^2=0.96$), presumably driven by discrepancies in the supply of existing telemedicine providers in certain states versus others (Figure 3). In other words, states with more providers who were already licensed and practicing telemedicine prior to the pandemic had a greater capacity for offering telemedicine services at the onset of the pandemic compared to states with few to no trained telemedicine providers. Surprisingly, states with the greatest expansion of telemedicine provider registrations also tended to have lower aggregate rates of COVID-19 cases per capita ($m=-0.0031$; $R^2=0.29$) (Figure 4). Regional trends in the expansion of telemedicine were evident (Figures 3 and 4). New England (including Massachusetts, Connecticut, New Hampshire, Maine, Rhode Island, and Vermont; see note in Figure 3 for Vermont) had the strongest telemedicine expansion early in the pandemic, both in more rural and metropolitan areas. These New England states also had the lowest rates of COVID-19 per capita by November (see Figures 3 and 4). The Mid-Atlantic states (including New York, Pennsylvania, New Jersey, Delaware, Maryland, Virginia, and the District of Columbia) experienced a moderate expansion of telemedicine between April and November, and moderate to low aggregate COVID-19 cases per capita by November, despite initial COVID-19 hotspots in New York City and New Jersey (Figures 3 and 4).

The southern and northwestern states, most notably Mississippi, Alabama, Wyoming, and the Dakotas, had the slowest expansion of telemedicine possibly because of a delay in the upswing in cases and a lag in the implementation of social distancing measures and mask mandates (Figure 3). These states also logged some of the highest rates of COVID-19 cases per capita by November (Figure 4). Thus, it seems that the expansion of telemedicine services across the country seemed to cluster with states that also had a stricter mask mandate and social distancing policies, suggesting the potential role of regional politics in shaping telemedicine adoption.

Figure 3. State-by-state comparison of April 2020 telemedicine minutes per capita versus telemedicine per capita added during the onset of the COVID-19 pandemic (measured as April through November 2020). Linear regression analysis shows a strong, positive association ($m=4.18$; $R^2=0.96$) between states that had more telemedicine capacity in April and greater overall telemedicine expansion during COVID-19. Note: Vermont was excluded from this graph as it was an outlier at (4.66, 16.34).
Figure 4. State-by-state comparison of telemedicine per capita added during the onset of the COVID-19 pandemic (measured as April through November 2020) versus aggregate COVID-19 cases per capita through November 2020. Linear regression analysis shows a moderately negative relationship ($m=-0.0031$, $R^2=0.29$), indicating that greater telemedicine expansion was somewhat associated with fewer aggregate COVID-19 cases per capita. Note: Vermont was excluded from this graph as it was an outlier at (19.61, 0.0067).

NIH Clinical Center Program Outcomes

NIH Clinical Center data indicate that telemedicine rapidly became a useful tool for continuing clinical research efforts at a distance and has continued to accelerate in terms of utilization. Importantly, the NIH Clinical Center was closed to admissions except for COVID-19 cases and medical emergencies from April to June 2020, but the usage of telemedicine has continued to accelerate after the NIH Clinical Center was reopened to patients in most research studies. Although the NIH Clinical Center’s telemedicine program has only existed since late April, it has already logged nearly 3000 visits across 15 different institutes (Figure 5). Most of these visits were between a remote patient and provider; however, some visits have been between patients at the NIH Clinical Center and specialists or other providers who are teleworking due to COVID-19 staffing restrictions. In addition, patient group meetings and staff meetings, including clinical rounds on inpatients, are conducted remotely or with a large remote component even though they are beyond the scope of the data presented here.
Discussion

Principal Results

In summary, this study demonstrated that telemedicine expanded by more than 50-fold its previous level at the onset of the COVID-19 pandemic and has continued to maintain this high level of utilization across subsequent months, particularly within states in New England and the Mid-Atlantic. The rapid expansion of telemedicine during the COVID-19 has been widely appreciated and qualitatively described [20,31-34]. Here, we have added a quantitative analysis of trends in telemedicine demonstrating a sudden expansion (ie, over only 2 months) at a very large magnitude expansion, probably representing more than a 50-fold increase in telemedicine on a nationwide basis. In this expansion, an earlier adoption of telemedicine was associated with a greater magnitude of increase. There is strong evidence that, on a national level, the use of telemedicine has plateaued at a formerly inconceivable 200 million minutes/month on the doxy.me platform alone. Furthermore, there is evidence that the nature of the typical telemedicine visit has changed during the pandemic, now averaging only about 15 minutes instead of twice that, and with twice as many visits per provider per day. This change in pattern of use seems to reflect the fact that much of the use of telemedicine previously was for behavioral health purposes, rather than the broader clinical applications that have defined the COVID-19 era.

Doxy.me’s telemedicine utilization indexes the private telemedicine market—a space that is likely to continue to grow and, through its growth, shift the landscape of health care in the years to come. Data from doxy.me’s platform demonstrates that telemedicine suddenly became a critical tool for remote care during March and April 2020, when hospitals were overwhelmed with patients with COVID-19 and other facilities were largely shut down. Comparing March 2020 to March 2019, there was a 48-fold increase in the number of sessions on this platform, with it being one of the most widely used platforms before and after the beginning of the pandemic. Interestingly, the unprecedented surge in telemedicine usage has been relatively sustained since it peaked at 291 million monthly minutes in April, with the months of May to November 2020 still averaging 200 to 220 million monthly minutes each. This finding suggests that telemedicine utilization was not strictly determined by fluctuating COVID-19 case rates and stay-at-home orders; rather, telemedicine has sustained its role in serving both patients with and without COVID-19, a role that will likely continue in a postpandemic era.

Regional differences in telemedicine utilization identify geographically clustered states that either had greater (in the case of New England and the Mid-Atlantic) or lesser (in the case of southern and western states) degrees of telemedicine implementation and utilization during COVID-19 (Figures 3 and 4). One explanation for this finding is that northeastern states were forced to adopt telemedicine earlier (Figure 3). Additionally, the moderately negative association between telemedicine expansion and aggregate COVID-19 cases demonstrates that the earlier expansion of telemedicine capacity meant there were fewer in-person, health-related appointments in these states, which helped to contain the spread of COVID-19 and keep case rates lower than states without the same degree of telemedicine utilization. This association demonstrates the efficacy of telemedicine as a public health tool, especially in pandemic-related situations. However, it is also likely that the
earlier adoption of telemedicine in certain states was attributable to other factors, including differences in health care infrastructure, reimbursement policies, and licensing restrictions. More specifically, we would like to note that while many insurance companies had waived previous telemedicine-related reimbursement restrictions in light of the need for virtual care during the pandemic [35], these cost- and insurance-related barriers can significantly skew who is able to access telemedicine or other means of virtual care delivery [15]. While it is beyond the scope of this paper to explore these other factors, our results paint a picture of how telemedicine has evolved throughout the COVID-19 pandemic on a macroscopic level and provides a basis for speculating how it may continue to evolve, in tandem with necessary policy changes to make telemedicine more accessible to all patients and caregivers.

In contrast, the NIH Clinical Center’s telemedicine program provides an alternative perspective on how a program that emerged in response to COVID-19 could still impact daily clinical research operations during both lockdown and return-to-work phases. The results from the NIH program indicate that there is an accelerating role for the use of telemedicine for clinical researchers to follow up with patients, schedule remote study visits, and provide virtual support to groups of patients. Given the sheer number of research protocols suspended or halted during COVID-19, this telemedicine program has evolved to support nearly 1000 patient visits each month, a number that represents most active clinical research visits. While the majority of telemedicine visits in the initial weeks of the program were within the National Cancer Institute, there has been a marked uptick in the proportion of visits for inpatient mental health units including those of the National Institute on Alcohol Abuse and Alcoholism (NIAAA) and the National Institute of Mental Health (NIMH) from June to August. This shift can largely be attributed to the fact the NIAAA and NIMH inpatient units were closed at the onset of the pandemic and did not reopen until the summer; however, it is also interesting to consider whether some of the increases in telemedicine utilization by these units may be indicative of broader increases in mental health needs following the trauma and anxiety caused by COVID-19.

Limitations
While both the doxy.me platform and the NIH Clinical Center program provide a broad snapshot of changes in telemedicine utilization and program development during the COVID-19 pandemic, they are by no means all-inclusive of the changes happening across all health systems and platforms. Additionally, while this analysis was focused on quantitative trends in national and regional differences in telemedicine utilization, we did not have access to meaningful data to analyze patient- and provider-level differences in access to telemedicine during COVID-19, which may be important for further shaping policy efforts. Future studies should aim to understand how these patient- and provider-level factors, including provider specialty, provider age, patient age, and patient socioeconomic status, may influence access to telemedicine-based care.

Conclusions
Overall, data from both these programs provide a quantitative lens for examining how trends in telemedicine have changed in response to COVID-19, with meaningful implications for local and national health care policy. Telemedicine utilization increased more than 48-fold in the first year of the pandemic, most notably in New England and the Mid-Atlantic. While telemedicine has provided significant bandwidth and has played an important role in covering remote care delivery needs, there are some apparent limitations of telemedicine as the sole option for care. Many specialties are limited in terms of the care they can provide virtually. Additionally, data from this analysis revealed that there were marked decreases in the amount of time providers spent per session in virtual appointments, whether attributable to telemedicine, the demands of the pandemic, or both. It is highly unlikely that telemedicine will displace in-person care efforts in any medical specialty. However, this study illustrates some important considerations as we evolve to a more hybrid model of virtual and in-person care, including privacy- and security-related nuances, regional differences, and clinical setting considerations. Even beyond the COVID-19 pandemic, telemedicine will continue to shape the evolving nature of health care delivery and hold critical importance for increasing access to health care.
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Abstract

Background: A free clinic is a health care delivery model that provides primary care and pharmaceutical services exclusively to uninsured patients. With a multidisciplinary volunteer clinical staff, which includes physicians, social workers, dieticians, and osteopathic medical students, St. Luke’s Free Medical Clinic (SLFMC) cares for over 1700 patients annually in Spartanburg, South Carolina.

Objective: This study aims to measure the change, over time, in patient hemoglobin A1c measurements at the SLFMC to quantify the success of the clinic’s diabetes treatment program.

Methods: A prospective-retrospective chart review of patients (n=140) enrolled at the SLFMC between January 1, 2018, and January 1, 2021, was performed. Patients were stratified as having controlled (hemoglobin A1c<7.0, n=53) or uncontrolled (hemoglobin A1c≥7.0, n=87) diabetes relative to a therapeutic hemoglobin A1c target of 7.0, which is recommended by the American Diabetes Association. For both controlled and uncontrolled groups, baseline hemoglobin A1c values were compared to subsequent readings using a Wilcoxon matched-pairs signed rank test. Results from the SLFMC population were compared to the published literature on hemoglobin A1c from other free clinics.

Results: Patients with uncontrolled diabetes experienced significant reductions in median hemoglobin A1c at both 6 months (P=.006) and 1 year (P=.002) from baseline. Patients with controlled diabetes showed no significant changes. Black and Hispanic patients with uncontrolled diabetes experienced a 1.0% mean improvement in hemoglobin A1c over the study window. The SLFMC’s wholly uninsured patient population showed a population rate of controlled diabetes (42%), which was similar to recent nationwide averages for adults with diabetes (51% to 56%), as reported by the National Health and Nutrition Examination Survey. The clinic’s Hispanic population (n=47) showed the greatest average improvement in hemoglobin A1c of any ethnic group from baseline. Additionally, 61% of the SLFMC’s Black population (n=33) achieved a hemoglobin A1c of <7.0 by the end of the study window, which surpassed the nationwide averages for glycemic control.

Conclusions: We present free clinic hemoglobin A1c outcomes obtained through a retrospective chart review. Uninsured patients treated for diabetes at the SLFMC show a reduction in hemoglobin A1c, which is comparable to nationwide standards, although average hemoglobin A1c levels in this study were higher than nationwide averages. Black and Hispanic patients with uncontrolled diabetes showed a mean 1% improvement in hemoglobin A1c levels. These results represent some of the first in the literature emerging from a free clinic that is not affiliated with a major medical school.

Introduction

Free medical clinics are private nonprofit practices that provide a health care safety net for uninsured individuals in a community. Free clinics provide essential primary care services that include minimal paid staff and maximize the use of a volunteer clinical staff [1]. According to the Institute of Medicine, safety net practices are defined as “those providers that organize and deliver a significant level of health care and other needed services to uninsured, Medicaid, and other vulnerable patients” [2–4]. Free clinics seem to have arisen in response to specific populations’ health care needs that are not satisfied by existing public or private programs [5]. Approximately 1400 free clinics provide care to over 2 million Americans each year [5]. Free clinics rely on charitable donations and grants to fund their daily practices, as most free clinics receive no federal funding [1, 6]. In 2020, the National Association of Free Clinics (NAFC) formalized quality-of-care standards for all member associations [7]. Outcome reporting is becoming increasingly critical for individual free clinics to sustain growth through charitable donations.

An understanding of free clinic patients, practices, and outcomes can yield important insights into the efficacy of free clinics compared to that of other safety net institutions. Recent research by Julie Darnell has elucidated some commonalities across free clinics [1, 5]. Namely, most of them are young: nearly 90% of existing free clinics were founded more recently than 2000 [5]. Furthermore, almost all free clinics rely upon volunteer health practitioners to provide the bulk of their care [1]. Many outcome studies have been published, which outlined free clinics’ management of chronic disease [8–13]. Most publications in the free clinic sector represent student-ran, school-affiliated clinics. As entities, most free clinics have little to no incentive to publish outcomes data—after all, they do not receive government funding or participate in traditional insurance models. Moreover, reliance on volunteer staff places a human resources constraint on the publishing power of free clinics. This study represents one of the first of its kind to emerge from a free clinic that is not run by medical students.

The uninsured population is generally underrepresented in the medical literature. In 2019, over 26 million American adults—8.0% of the population—lacked health insurance [14]. An estimated 13%–16% of South Carolina adults aged 18–64 years lacked health insurance as of 2019 [15, 16]. It is known that being uninsured places people at risk for incurring health care–associated debt, thereby delaying treatment [17]. Black and Hispanic people are overrepresented in the uninsured pool compared to the general population [18]. Despite the implementation of the Affordable Care Act, approximately 1 in 10 nonelderly Americans remained uninsured at the start of the 2020s [19]. Additionally, health concerns of the uninsured hold current relevance owing to the COVID-19–related economic shutdown in the United States. Health insurance in the United States is often tied to employment. Early during the COVID-19 pandemic, unemployment claims peaked in April 2020 at 36.5 million—14.7% of the population—and the largest figure observed since such records began [20, 21]. Because free clinics exclusively serve the uninsured, research in this sector helps characterize the health behaviors and outcomes of uninsured Americans.

In 2020, St. Luke’s Free Medical Clinic (SLFMC) enrolled 1700 patients and averaged about 140 visits per week (personal communication from Patricia Whitney, SLFMC clinic director, May 2021). Of these 1700 patients, 920 (54%) were non-White. The clinic annually receives over 7000 hours of help from over 50 clinical volunteers, including physicians, mid-level practitioners, nurses, pharmacists, social workers, and a dietician. Patients generally see the same providers on a recurring basis, and this facilitates long-term clinical relationships. There are two clusters of food deserts in Spartanburg which span 8 of the city’s 20 census tracts [22]. The SLFMC provides a food bank and transportation assistance to patients with needs in those areas. The SLFMC’s licensed dispensing pharmacy is stocked with a wide variety of generic medications, and in 2020, upward of US $6 million worth of medications were provided by the clinic at no or minimal cost to patients. Further, of note, the SLFMC provides in-house language interpretation and translation services. Some of the clinic’s 334 Hispanic patients exclusively speak Spanish, and language assistance played a part in over 300 visits in 2020.

The SLFMC’s patients apply for and are awarded contracts of care based on financial need. Patients may continue receiving care so long as they lack health insurance—if a patient becomes old enough to qualify for Medicare, for example, or if a patient finds insurance through an employer, then the SLFMC will rotate that patient out of their care to free up space for awaiting applicants. Type 2 diabetes mellitus (T2DM) is the most prevalent diagnosis at the SLFMC. SLFMC patients diagnosed with T2DM often have a few other diagnoses for which they are receiving appropriate care. Patients usually see the same physician or nurse practitioner on a recurring basis. Psychiatrists, dieticians, and social workers are also involved in diabetes care teams. Patients with diabetes receive counseling in accordance with the Association of Diabetes Care and Education Specialists’ ADCES7 Self-Care Behaviors guidelines. Diabetes-specific pharmacotherapy was initiated as seen fit per practitioner. Finally, diabetes-specific follow-up visits typically occur every 3 to 6 months depending on the patient’s glycemic control. This study attempts to answer a handful of questions: what is the quality of diabetes care at the SLFMC as measured by glycemic control over time? With respect to hemoglobin A1c, how does treatment at the SLFMC measurably compare to that provided by other free clinics? How do hemoglobin A1c levels at the SLFMC compare to nationwide averages? Finally, do the clinic’s hemoglobin A1c outcomes differ depending on race or Hispanic ethnicity?
**Methods**

**Methods Overview**

Study methods were approved by the institutional review board at Edward Via College of Osteopathic Medicine. A retrospective chart review was used to gather data. This method is well-established in free clinic literature as being a cost- and time-efficient means of reporting outcomes and comparing them to existing professional standards [8-13]. The use of hemoglobin A1c as a diabetes quality-of-care metric is endorsed by the US government and the American Diabetes Association (ADA) [23-25]. Hemoglobin A1c is an indicator of 3-month average blood glucose as well as a predictor of diabetes-related morbidity and microvascular complications [26-28]. The ADA endorses a hemoglobin A1c threshold of 7.0 as being appropriate for most adults [23].

**Study Population**

All patients’ medical charts at the SLFMC between January 1, 2018, and January 1, 2021, were screened for a diagnosis of T2DM. Inclusion criteria were as follows: (1) a diagnosis of diabetes, prediabetes, hyperglycemia, or metabolic syndrome; and (2) two or more different hemoglobin A1c levels documented, with at least 6 months between the first and last recorded hemoglobin A1c levels. Patients with a documented pregnancy within the study timeframe were excluded owing to the potential confounding effect of gestational diabetes. Patients with diabetes were stratified into two groups: controlled (baseline hemoglobin A1c<7.0) and uncontrolled (baseline hemoglobin A1c≥7.0) [12,13]. Stratification was essential because the two groups have different therapeutic goals: the goal when treating controlled diabetes is to maintain hemoglobin A1c levels under 7.0, while the goal when treating uncontrolled diabetes is to reduce hemoglobin A1c levels to <7.0 [23].

**Data Collection**

All available descriptive data and hemoglobin A1c readings—including dates—for individual patients were transcribed from a hard copy medical record into Microsoft Excel. Descriptive data included age, gender, race/ethnicity, and BMI. Smoking status and the presence of concomitant diagnosis with essential hypertension (ICD-10-CM I10) were also recorded. Characteristics of the SLFMC sample were compared to data from Spartanburg County to explore what kinds of patients the SLFMC attracts [29,30]. Baseline hemoglobin A1c values were defined as each patient’s first recorded hemoglobin A1c value within the study window. To facilitate comparison, subsequent hemoglobin A1c values of each patient were rounded to either 6 months, 1 year, or 2 years from baseline. The baseline hemoglobin A1c value was also used to sort individuals into 1 of 2 groups on the basis of whether they had controlled (hemoglobin A1c<7.0) diabetes or uncontrolled (hemoglobin A1c≥7.0) diabetes relative to a best-practice hemoglobin A1c treatment goal of 7.0, as recommended by the ADA [23]. Finally, each patient’s most recent hemoglobin A1c values within the study timeframe were recorded. The most recent hemoglobin A1c value on file was necessary for comparing treatment efficacy because not all patients received treatment for the same duration—some of the participants enrolled at the SLFMC in the middle of the study’s timeframe, and some patients also left the clinic outright or aged out into Medicare.

**Outcomes**

The primary outcome measured per individual was the net change in hemoglobin A1c (∆A1c) from baseline to the most recent visit on record. At the group level, successful treatment was defined as maintenance of hemoglobin A1c in patients with controlled diabetes and reduction in hemoglobin A1c in those with uncontrolled diabetes. The primary outcome measured per group was median hemoglobin A1c. Finally, the success of the SLFMC diabetes treatment program was assessed by stratifying the clinic’s A1c outcomes into three tiers of <7.0, 7.0-8.0, and >8.0. Proportions of patients within each range were compared to the hemoglobin A1c data from various populations in the recent literature.

**Statistical Analysis**

A Wilcoxon matched-pairs signed rank test was performed for the median group’s hemoglobin A1c outcomes (controlled vs uncontrolled diabetes). The hemoglobin A1c distribution was expected to show a skew, so the median value was chosen over the mean value to dampen the influence of outliers. A Bonferroni-Dunn post-test was applied to the resultant P values to standardize them to a single significance level (α) per group. Between-group medians, P values of <.05 were considered significant. Graphs were generated using GraphPad Prism (version 9; GraphPad Software, Inc).

**Results**

This study examined 140 individuals who had the clinical diagnosis of T2DM and were treated at the SLFMC. Of them, 38% (n=53) of patients had controlled diabetes and 62% (n=87) had uncontrolled diabetes at baseline. A demographic profile (n=140) is detailed in Table 1. The study group had a high proportion of Hispanic patients (34%) and a low proportion of Caucasian patients (41%) compared to county data (7% and 73%, respectively). High rates of comorbid obesity (61%) and hypertension (74%) were also observed at rates of nearly twice the local prevalence for these diagnoses. The mean hemoglobin A1c value at baseline was 8.3 (SD 2.5). The distribution of hemoglobin A1c values at baseline is presented in Figure 1.

As a group, patients with controlled diabetes were defined by a baseline hemoglobin A1c value of <7.0. According to the most recent observations, 75% of the patients with controlled diabetes remained controlled hemoglobin A1c values and 25% experienced increases in hemoglobin A1c values, which transitioned them to the uncontrolled category (Table 2). Conversely, patients with uncontrolled diabetes were defined by baseline hemoglobin A1c values of ≥7.0. At 1 year from baseline, 25% of patients with uncontrolled diabetes experienced...
reductions in hemoglobin A\textsubscript{1c} values, which transitioned them to the controlled category. This proportion declined over time to 21% according to most recent data.

Patients with uncontrolled diabetes experienced a significant reduction in median hemoglobin A\textsubscript{1c} values at both 6 months ($P=0.006$) and 1 year ($P=0.002$) from baseline (Figure 2A). Within this group, both mean and median hemoglobin A\textsubscript{1c} values decreased compared to baseline at every measurement interval. Patients with controlled diabetes showed no significant changes in median hemoglobin A\textsubscript{1c} values (Figure 2B). Within this group, both mean and median hemoglobin A\textsubscript{1c} values increased compared to baseline at every measurement interval. These data support the hypotheses that patients with uncontrolled diabetes would experience significant changes in median hemoglobin A\textsubscript{1c} values, whereas those with controlled diabetes would not.

### Table 1. Patient demographics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>St. Luke’s Free Medical Clinic (N=140)</th>
<th>Spartanburg County [24,25]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>52.4 (10.2)</td>
<td>-<em>a</em></td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>62 (44)</td>
<td>— (48)</td>
</tr>
<tr>
<td>Female</td>
<td>78 (56)</td>
<td>— (52)</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>57 (41)</td>
<td>— (73)</td>
</tr>
<tr>
<td>Hispanic</td>
<td>48 (34)</td>
<td>— (7)</td>
</tr>
<tr>
<td>Black</td>
<td>32 (23)</td>
<td>— (21)</td>
</tr>
<tr>
<td>Asian</td>
<td>3 (2)</td>
<td>— (2)</td>
</tr>
<tr>
<td>Baseline hemoglobin A\textsubscript{1c}, mean (SD)</td>
<td>8.3 (2.5)</td>
<td>—</td>
</tr>
<tr>
<td>Hemoglobin A\textsubscript{1c} readings per patient (%), mean (SD)</td>
<td>2.7 (0.9)</td>
<td>—</td>
</tr>
<tr>
<td>BMI (kg/m\textsuperscript{2}), mean (SD)</td>
<td>33.6 (8.6)</td>
<td>—</td>
</tr>
<tr>
<td>Obesity, n (%)</td>
<td>85 (61)</td>
<td>— (32)</td>
</tr>
<tr>
<td>Hypertension, n (%)</td>
<td>104 (74)</td>
<td>— (37)</td>
</tr>
<tr>
<td>Smoking tobacco use, n (%)</td>
<td>49 (35)</td>
<td>— (35)</td>
</tr>
</tbody>
</table>

*a*—: not available.

**Figure 1.** Baseline hemoglobin A\textsubscript{1c} values for all 140 patients ranged from 4.4 to 15.8. Columns indicate ranges centered at the halfway point of each integer; column at 5, for example, contains all baseline hemoglobin A\textsubscript{1c} values between 5 and 5.99. The number of patients within each hemoglobin A\textsubscript{1c} range at baseline is indicated in red above each column.
Table 2. Hemoglobin A1c goal<sup>a</sup> achievement.

<table>
<thead>
<tr>
<th>Time point</th>
<th>Controlled diabetes, n (%)</th>
<th>Uncontrolled diabetes, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>53 (100)</td>
<td>87 (0)</td>
</tr>
<tr>
<td>6 months</td>
<td>32 (85)</td>
<td>55 (20)</td>
</tr>
<tr>
<td>1 year</td>
<td>31 (77)</td>
<td>53 (25)</td>
</tr>
<tr>
<td>Most recent</td>
<td>53 (75)</td>
<td>87 (21)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Proportion of patients who achieved a hemoglobin A1c value of <7.0 at the aforementioned intervals relative to baseline. The sample size of each patient group is reported, followed by (in parentheses) the percentage of patients per sample achieving adequate glycemic control. For example, there were 55 patients with controlled diabetes who had hemoglobin A1c data at 6 months from baseline. Of these 55 patients, 85% had a hemoglobin A1c value of <7.0 at this time.

Figure 2. Boxes represent IQRs (25th-75th percentile) of hemoglobin A1c values from patients with uncontrolled type 2 diabetes mellitus (A; left panel) and controlled type 2 diabetes mellitus (B; right panel) at baseline. Whiskers indicate 2 SDs from mean values (5%-95%). Lines within boxes represent median values. The “+” sign indicates mean values. Open dots represent outliers 2 SDs from the mean. **<i>P</i>=.006 ***<i>P</i>=.002.

Glycemic control data were further stratified by race and Hispanic origin (Table 3). The clinic’s Hispanic population initially had the highest mean hemoglobin A1c values among all demographic groups (8.6%) and had the greatest reduction in mean ΔA1c (−0.6) across groups. White patients experienced the poorest response to treatment with a mean ΔA1c of +0.2. The clinic’s Black population showed the highest rate of glycemic control (48% at baseline and 61% most recently).

Follow-up was measured as the percentage of patients in each group with a recorded hemoglobin A1c value at 6 months and at 1 year. Patients with controlled diabetes had almost the same follow-up hemoglobin A1c testing rates (63% at 6 months and 61% at 1 year) as patients with uncontrolled diabetes (61% at 6 months and 58% at 1 year). Follow-up rates did not differ significantly on the basis of gender, race, or Hispanic origin.

SLFMC data were compared to those of studies that similarly measured hemoglobin A1c levels within target populations. The National Health and Nutrition Examination Survey (NHANES) generates samples with the intent of accurately representing the American adult population. Also included are 3 studies that reported posttreatment measures from student-run free clinics affiliated with 3 different medical schools. Rates of glycemic control at the SLFMC were superior to those observed at other free clinics and within 10% of 2 recently reported nationwide averages.

Finally, the rate at which the study group achieved controlled diabetes (hemoglobin A1c<7.0) was calculated at baseline and from the most recent available data (Table 4). Initially, 38% of the SLFMC patients had controlled diabetes; this proportion rose to 42% by the end of the study. The outcomes observed at the SLFMC were compared to similar hemoglobin A1c data sets gathered from a literature review. Rates of control at the SLFMC were within 10% of two recent NHANES samples reported by Ali et al and Carls et al [31,32]. A more recent NHANES sample reported by Fang [33] showed a 56% rate of glycemic control. Beyond the nationwide data sets, the SLFMC outcomes were also compared to those published by three different student-run free clinics in various parts of the country. All these free clinic studies used similar methods and reported stratified posttreatment glycemic control data [12,13]. The glycemic control rate of the SLFMC exceeded all posttreatment hemoglobin A1c control rates in the free clinic literature, but the SLFMC population displayed a lower mean hemoglobin A1c at baseline than did the included clinics [12,13]. The stratified data reported from other free clinics represents posttreatment (rather than baseline) hemoglobin A1c levels.
Hemoglobin $A_1c$ data stratified by race and Hispanic origin among patients at St. Luke’s Free Medical Clinic.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Non-Hispanic White (n=57)</th>
<th>Black (n=33)</th>
<th>Hispanic (n=47)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hemoglobin $A_1c$ value at baseline, mean</td>
<td>8.0</td>
<td>7.9</td>
<td>8.6</td>
</tr>
<tr>
<td>$\Delta A_1c$ a, mean</td>
<td>+0.2</td>
<td>−0.3</td>
<td>−0.6</td>
</tr>
<tr>
<td>$\Delta A_1c$ in patients with controlled diabetes, mean (n)</td>
<td>+1.0 (22)</td>
<td>−0.3 (16)</td>
<td>+0.6 (14)</td>
</tr>
<tr>
<td>$\Delta A_1c$ in patients with uncontrolled diabetes, mean (n)</td>
<td>−0.4 (35)</td>
<td>−0.9 (17)</td>
<td>−1.1 (33)</td>
</tr>
<tr>
<td>Proportion of patients with a hemoglobin $A_1c$ value of &lt;7.0 at baseline, %</td>
<td>34</td>
<td>61</td>
<td>37</td>
</tr>
<tr>
<td>Proportion of patients with a hemoglobin $A_1c$ value of &lt;7.0 measured most recently, %</td>
<td>38</td>
<td>42</td>
<td>30</td>
</tr>
</tbody>
</table>

$\Delta A_1c$: change in hemoglobin $A_1c$ values; “+” indicates an increase and “−” indicates a decrease.

Cross-comparison of hemoglobin $A_1c$ data.

<table>
<thead>
<tr>
<th>Hemoglobin $A_1c$ value, %</th>
<th>SLFMC a baseline measurement (N=140)</th>
<th>SLFMC most recent measurement (N=140)</th>
<th>NHANES b 2007-2010 data (N=1444)</th>
<th>NHANES c 2011-2014 data (N=1326)</th>
<th>NHANES d 2011-2016 data (N=5800)</th>
<th>UCSD e Free Clinic data (N=181)</th>
<th>Vanderbilt University Free Clinic data (N=45)</th>
<th>Icahn School of Medicine Free Clinic data (N=44)</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;7.0, %</td>
<td>38</td>
<td>42</td>
<td>52</td>
<td>51</td>
<td>56</td>
<td>30</td>
<td>38</td>
<td>21</td>
</tr>
<tr>
<td>7.0-8.0, %</td>
<td>20</td>
<td>20</td>
<td>27</td>
<td>21</td>
<td>___</td>
<td>d</td>
<td>29</td>
<td>24</td>
</tr>
<tr>
<td>&gt;8.0, %</td>
<td>42</td>
<td>38</td>
<td>21</td>
<td>28</td>
<td>___</td>
<td>___</td>
<td>41</td>
<td>38</td>
</tr>
<tr>
<td>Hemoglobin $A_1c$, mean</td>
<td>8.3</td>
<td>8.3</td>
<td>7.2</td>
<td>___</td>
<td>___</td>
<td>7.2</td>
<td>9.2</td>
<td>9.6</td>
</tr>
<tr>
<td>$\Delta A_1c$ e, mean</td>
<td>−0.3</td>
<td>−0.3</td>
<td>___</td>
<td>___</td>
<td>___</td>
<td>−1.0</td>
<td>−1.7</td>
<td>−1.3</td>
</tr>
<tr>
<td>Most recent hemoglobin $A_1c$ value</td>
<td>8.0</td>
<td>8.0</td>
<td>___</td>
<td>___</td>
<td>___</td>
<td>8.2</td>
<td>7.9</td>
<td>8.8</td>
</tr>
</tbody>
</table>

aSLFMC: St. Luke’s Free Medical Clinic.
bNHANES: National Health and Nutrition Examination Survey.
cUCSD: University of California San Diego.
d___: not applicable.
e$\Delta A_1c$: change in hemoglobin $A_1c$ values.

Discussion

Principal Findings

In analyzing the follow-up behaviors of the SLFMC’s patients, we noted no significant difference in follow-up rates between patients with controlled and those with uncontrolled diabetes. However, there were some differences between the follow-up rates of different ethnic groups at the SLFMC. Prior research shows that Black and Hispanic patients tend to have higher baseline hemoglobin $A_1c$ levels [34-37] and poorer self-management of diabetes, are less likely to achieve good glycemic control with treatment [38], and are more likely to experience diabetes-related complications resulting in worse diabetes outcomes and higher rates of mortality than non-Hispanic White patients [39]. Hispanic patients may specifically face obstacles associated with cultural differences between patients and providers, placing them at an increased risk for underuse of services, poor-quality care, and worse outcomes compared with non-Hispanic Whites [40]. The literature suggests that language barriers have a negative influence on health behaviors and outcomes among Latino patients [41]. To our knowledge, no unifying theory explains these known discrepancies in hemoglobin $A_1c$ values among ethnic groups.

Black and Hispanic patients at the SLFMC defied the data cited above, with higher use of resources and better health outcomes than non-Hispanic White patients at the clinic (Table 3). Hispanic patients had a mean $\Delta A_1c$ of −0.6 while enrolled at the SLFMC. Black patients had a remarkable 61% glycemic control rate by the end of the study, which was the highest of any other race. SLFMC provides free care, including many free prescription medications, and we believe that ease of access to care is a primary driver of the trend-reversing outcomes achieved by the SLFMC’s Black and Hispanic patients with diabetes. Generally, Black and Hispanic populations are subject to disproportionately low health care access [42,43]. Furthermore, patient trust in providers is a direct predictor of subjective treatment effect [44,45]. The authors offer the following original
thoughts on care for minorities within the free clinic setting: we suggest that patients are more likely to trust practitioners who provide their services free of charge. It is likely that patients feel more comfortable and less intimidated in the setting of charitable care compared to payment-based models. We also suggest that the ratio of immigrants in the Hispanic population is higher than that in other ethnicities [46]. We think that immigrants are more likely to use free health services out of appreciation for some of the things that American culture takes for granted. The aforementioned factors probably influenced the stronger improvements in hemoglobin A1c values observed in Black and Hispanic patients than in Non-Hispanic White patients (Table 3).

Free clinic populations universally show hemoglobin A1c averages at least a full point above nationwide averages for adults with diabetes (Table 4). The NHANES, which was chosen as the national comparison data set, generates annual samples with the intent of representing the American population as a whole. Most of the patients included in the NHANES sample have health insurance coverage; hence, NHANES suitably represents the glycemic control of the insured population. The SLFMC data are encouraging and suggest that free clinics may be able to approach the quality of care provided by traditional models of outpatient practices.

The glycemic control data gained in this study add to the growing body of knowledge characterizing the health of patients who utilize free clinic services. At baseline, The SLFMC population demonstrated the highest rate of controlled diabetes (38%) and the lowest mean hemoglobin A1c value (8.3) observed in free clinic outcome literature, as well as the smallest mean improvement in hemoglobin A1c values (–0.3). These findings are likely attributable to the relatively good health of the clinic’s population at the start the study. The COVID-19 pandemic occurred within the study timeline, and it probably influenced the modest mean improvement in hemoglobin A1c value of –0.3. Altogether, this study presents the current best-case scenario of free clinic glycemic control at baseline.

Quantifying free clinic quality of care is a matter of importance to individual free clinics for the purpose of fundraising, but this aim is complicated by many factors. One such factor is time. The SLFMC has used paper charts for decades and has not completely transitioned to electronic medical records (EMRs).

Many other free clinics are likely in the same situation because EMRs are costly to adopt. Sifting through paper charts takes more time than searching through a well-kept EMR. Another factor is available labor. Volunteer providers may not always be able to spare the time it takes to write up and publish outcomes. Despite obstacles of time and cost, the NAFC recently approved quality reporting standards, which it expects each member clinic to abide by. This presents a valuable professional growth opportunity for medical students and other postgraduate medical professionals. We recommend that free clinics take further initiative and publish outcomes when possible.

Limitations

The retrospective cross-sectional design is limited in scope and cannot explain relationships between variables. Study data were extracted largely from paper charts and were subject to potential inaccuracies. The clinic is currently transitioning from a paper chart system to an EMR, and some charts were unavailable for evaluation. The SLFMC yielded a population of 140 patients with diabetes with a unique demographic profile that may not generalize well to other clinics. Furthermore, this study did not consider the specific diabetes treatment modalities provided to each patient (pharmaceuticals, nutrition counseling, home glucose monitoring, etc) which were excluded from the study because treatment varies widely across patients and providers. One final limitation is that not all patients had the same number of follow-up hemoglobin A1c tests—such variations were possibly due to, for example, duration of enrollment (including loss to follow-up) and missed appointments.

Conclusions

This report highlights a free clinic diabetes treatment program that provides significant benefits to patients with uncontrolled T2DM. The SLFMC was successful in treating minority patients, with uncontrolled Black and Hispanic patients showing a mean 1% improvement in hemoglobin A1c values. Rates of glycemic control at the SLFMC were superior to those observed at other free clinics and within 10% below two recently reported nationwide averages. This study presents one of the largest sample sizes yet observed in the free clinic hemoglobin A1c literature. Limitations include loss to follow-up and incomplete patient records. Meta-analysis of comparable outcomes data is the intuitive next step in the journey toward a better understanding of the quality of care provided at free clinics.
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Abstract

Background: The COVID-19 pandemic has impacted the life sciences field worldwide. Life sciences organizations (e.g., pharmaceutical and med-tech companies) faced a rapidly increasing need for vital medical products, patient support, and vaccine development. Learning and development (L&D) departments play a crucial role in life sciences organizations as they apply learning initiatives to organizational strategy within a constantly evolving sector. During the COVID-19 pandemic, the work of L&D professionals in life sciences organizations changed profoundly during the abrupt shift to remote work, since learning and training normally occur in a face-to-face environment. Given the complex and dynamic situation of the pandemic, both individuals and organizations needed to learn quickly and apply what they learned to solve new, unprecedented problems. This situation presents an opportunity to study how characteristics of learning agility were evidenced by life sciences organizations and individual employees in the remote working mode.

Objective: In collaboration with Life Sciences Trainers & Educators Networks (LTEN), this study investigated the responses and learning agility of L&D professionals and their organizational leadership within the life sciences sector to the work changes due to the pandemic. The study answered the following questions: (1) How did L&D professionals in the life sciences sector respond to the changes in their work environment during the COVID-19 pandemic? (2) How did L&D professionals in the life sciences sector demonstrate learning agility during remote working?

Methods: We adopted a mixed methods approach that included a semistructured interview and a survey. Participants who were life sciences or health care L&D practitioners and in relevant positions were recruited via email through the LTEN and its partner pharmaceutical, biotech, or medical devices organizations. Interviews with 12 L&D professionals were conducted between June and August 2020 through phone or online conferencing, covering 22 open-ended questions to stimulate ideas that could be explored further in the survey. The semistructured interview questions were grounded in theory on learning agility. In total, 4 themes were developed from the interviews, which formed the basis for developing the survey items. The subsequent survey regarding 4 specific themes was conducted from August to October 2020 using Qualtrics. Both interview and survey data were analyzed based on a learning agility framework.

Results: Findings revealed generally positive organizational and individual responses toward the changes brought about by the pandemic. Results also indicated that a disruptive crisis, such as the shift from working in the office to working from home (WFH), required professionals’ learning agility to both self-initiate their own learning and to support the learning agility of others in the organization.

Conclusions: This study was designed to better understand education and training in the life sciences field, particularly during the unique circumstances of the global COVID-19 pandemic. We put forward several directions for future research on the learning agility of L&D professionals in life sciences organizations.
KEYWORDS
COVID-19; learning agility; learning and development professionals; life sciences professionals; training and development; mixed methods

Introduction

During 2020 and 2021, almost every organization evolved and shifted to address the COVID-19 pandemic, including extensive numbers of employees working from home (WFH) due to lockdowns and shelter-in-place orders [1]. As the coronavirus continues to spread, many organizations (at the time of this writing) still have not set a date to return to their physical offices. Learning and development (L&D) professionals excel at understanding the organization’s future capability needs and identifying priorities and learning solutions for the organization. Therefore, they are playing a pivotal role in transitioning and implementing changes within their organizations. Recent L&D studies have investigated learning in the health and life sciences with informational technologies, virtual programs, or online platforms, as well as their feasibility and effectiveness during the pandemic [2-7]. Much of the recent pandemic-related research on health and life sciences is concerned with digital mental health, especially stress and depression trends [8-11]. However, there is little research on the learning agility of L&D professionals in the health and life sciences, particularly how they dealt with the abrupt change to remote working. We argue that the learning agility of L&D professionals is essential to the survival and growth of organizations. This study describes the learning agility of L&D professionals in the life sciences sector, as they encountered drastic changes in their job requirements due to COVID-19.

The concept of learning agility was coined by Lombardo and Eichinger [12]. It is defined as the willingness and ability to learn from experience and subsequently apply that learning to perform successfully under new or first-time conditions. Learning agility is tied closely to developmental job experiences and reflects the complexity of challenging jobs. As such, it is considered an early indicator of one’s potential and leadership effectiveness and therefore is used by organizations to identify and develop high-potential employees [13-15]. To elaborate on the Lombardo and Eichinger [12] definition, learning agility describes the following characteristics of a person: the willingness to adapt to new job requirements, the ability to continuously learn new things, to overcome difficulties, and to manage multiple, sometimes contradictory, tasks. Being mentally prepared for job requirements that are different and unfamiliar and being prepared to constantly learn new things for them are prerequisites of being agile. Effective leaders normally have a broad portfolio of leadership roles and can vary their performance of leadership skills, depending on the situation, showing high learning agility when encountering difficulties. In addition, existing and widely acknowledged theories of leadership tend to classify one’s leadership into contrasting categories, for example, task oriented versus relation oriented [16], directive versus participative [17], autocratic versus consultative [18], and transactional versus transformational [19]. Lombardo and Eichinger [12] proposed that effective leaders should be able to accommodate multiple opposing categories to react to dilemmas under multiple circumstances.

Learning agility is frequently raised in corporate conversations and business reports when discussing how the working mode for people changed so abruptly due to the COVID-19 pandemic. Extending from the Lombardo and Eichinger [12] concept, other researchers [20] have studied or applied learning agility in different contexts. For instance, De Meuse [20] studied the development and validation of the TALENTx7 Assessment, which is a psychological measure of learning agility [20]. This work expanded the original model into a 7-factor model, and later Burke and Mitchinson [21] developed a 9-factor model based on the original learning agility concept [21]. Norton [22] studied leadership flexibility and included learning agility as 1 of the definitional perspectives. Likewise, DeRue and Myers [23] built a framework for leadership development called PREPARE using learning agility as a key element. In Kaiser and Craig’s [24] view, learning agility is a meta-competency, meaning that it is the fundamental capacity that enables other technical competencies.

Other empirical studies show how learning agility can be applied. For example, Nesbit [25] used learning agility to assess leaders’ knowledge and skill acquisition and therefore assist with their behavioral repertoire expansion in self-directed leadership development. White and Shullman [26] discussed learning agility, especially the ability to accept the ambiguity of the working environment, as an indicator of effective leadership. When it comes to leadership across different managerial levels within an organization, learning agility was a positive predictor of leaders’ effectiveness in talent management [27]. De Meuse et al [27] noted that most people in leadership roles do not increase all-around competencies simultaneously when the job requirements change. Since it was reportedly rare in the management population to have high learning agility, it would be prudent for organizations to select individuals for key positions using the learning agility framework as a reference [27].

Studies on learning agility are often based on the premise that individuals actively seek professional development opportunities [13]. However, learning agility can also manifest within a specific circumstance where it is passively triggered (eg, the turbulent environment of the COVID-19 pandemic), which has not been previously discussed. In the case of COVID-19, both work content and format shifted. Individuals and organizations did not choose, but were forced, to develop and apply learning agility to survive. Learning agility can also exist on an organizational level. An organization’s reactions to turbulent environments and its strategies to solve novel challenges that impact many employees are also critical indicators of the long-term success of the organization [28]. Therefore, this study...
Aims to describe the learning agility of L&D professionals in the life sciences sector when they encountered abrupt changes in their job requirements due to the emergence of the COVID-19 pandemic. Specifically, we answered the following research questions:

- How did L&D professionals in the life sciences sector respond to the changes in their work environment during the COVID-19 pandemic?
- How did L&D professionals in the life sciences sector demonstrate learning agility during remote working?

Methods

Study Design

This research study used a mixed methods approach to understanding how L&D professionals in the life sciences sector dealt with changes in their work due to the pandemic. Specifically, we were interested in their perceptions, solutions, and expectations for the future. Mixed methods research requires data triangulation from quantitative and qualitative data, which strengthens the construct validity of the study [29].

Participants and Recruitment

Participants were recruited through an email list of Life Sciences Trainers & Educators Networks (LTEN) and its partner organizations, which included pharmaceutical companies, medical device manufacturing companies, biotechnology companies, and training and consulting companies with core services in the life sciences sector. The invitation emails were sent to the L&D departments of these organizations. Additional personnel who work closely with L&D departments, for example, the sales department, were also invited to participate. Salespersons were an important data source, as they are served by L&D departments and they directly interact with health care workers. After receiving the invitation emails, anyone who was interested in participating in this study could contact the researchers to complete informed consent, schedule an interview, or access the questionnaire through a link in the email. In the first phase of this study, we recruited 12 L&D professionals, whose experience ranged from 10 years to more than 30 years and held director or c-suite L&D positions in pharmaceutical, biotechnology, and medical device organizations, to participate in the interview. We intentionally focused our sampling for the interviews of experienced L&D practitioners, as they worked in the life sciences and health care L&D longer and witnessed the evolution of this area. Additionally, they had more connections with stakeholders, allowing them to have a macrolevel perspective. In the second phase of the study, we collected survey responses from 74 different individuals who held a variety of leadership positions.

Qualitative Method

The interview was used to gather insights into overarching changes of professionals’ perceptions and mindsets about working remotely through the lens of learning agility. The semistructured interview was designed based on the existing literature and our subject matter experts’ understanding of the status quo of L&D in life sciences and health care. It contained 22 questions, with topics covering experiences and opinions, virtual solutions, digital literacy, and the future, making the conversations flow naturally. Interviewees’ responses and researcher’s notes served as data sources for the second phase of data collection. See Multimedia Appendix 1 for the interview questions.

Quantitative Method

A follow-up survey questionnaire was designed based on the preliminary data collected through the interviews and expanded to 37 questions in total, with 8 (22%) demographic questions and 29 (78%) questions regarding 4 specific themes: organizational actions, remote working, L&D, and the future. Respondents were asked about their perceptions and expectations on these themes. See Multimedia Appendix 2 for the survey questions.

Data Collection and Analysis

The interview data collection started during June 2020 and ended in August 2020. Interviews were conducted through videoconferencing or over the phone with 12 individuals that lasted approximately 30-60 minutes each. The survey data were collected from August to October 2020 using Qualtrics. Interviews were first transcribed and then coded and organized into groups of topics. These topics were expanded and specified into survey questions that were used in the second phase. The survey questions were designed for exploratory descriptive analysis with the intention to capture nuances of how professionals in a greater scale adapted their professional lives during the pandemic in contrast to exploring their psychological states or traits. Later, the survey responses and the interview data were coded and reorganized based on the learning agility framework adapted from Eichinger et al [30]. This framework of learning agility could be generalized as 4 key characteristics of learning agility: the willingness to adapt to new job requirements, the ability to handle jobs with increasing complexity, the ability to continuously learn new things, and the ability to overcome difficulties.

Ethics Approval

In compliance with our university’s Institutional Review Board protocols (Study ID STUDY00009028), all participants signed an informed consent release prior to their data being collected. The research procedures were in accordance with the ethical standards of the responsible committee on human experimentation (institutional and national) and with the Declaration of Helsinki of 1975, as revised in 2000.

Participants were told that they did not have to answer any question they did not want to answer and could stop their participation at any time. All identities and data were kept confidential and anonymous.

Results

Demographics of Respondents

The participants of this study were professionals (58 [88%] of 66) who held leadership roles in the L&D or equivalent departments of their life sciences organizations. As Figure 1 illustrates, 46 (70%) of 66 survey participants had 11+ years of experience, with 14 (30%) of these having 21 or more years of experience.
experience. More than 34 (51%) of the 66 participants were in director-level positions, 13 (20%) were managers, 12 (18%) were executives, and 7 (11%) were developers or trainers (Figure 1).

Survey results also showed the respondents’ organization information. Respondents worked for medical device manufacturers (16 [23%] of 71 responses), pharmaceutical companies (30 [42%] of 71 responses), biotech companies (10 [14%] of 71 responses), suppliers (6 [9%] of 71 responses), and other types of organizations (eg, training companies, consulting firms, and labs). There were 28 (42%) of 66 respondents who worked in organizations that have more than 10,000 employees. Among the organizations of all respondents, 41 (62%) of 66 are entirely US based and 28 (42%) of 66 are directly involved in COVID-19 diagnostics or treatment (Figure 2). This information about participants’ leadership experience and type of organizations helped us interpret the survey and interview responses regarding their behaviors in response to the drastic shift of work, as well as their thoughts about the changes.

Figure 1. Information about respondents. L&D: learning and development.
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How Organizations Responded to the Impact of COVID-19

The respondents were asked about their perceptions of their organizations during the work environment change: How quickly the organization leadership reacted to the pandemic, how they responded to emerging problems, and what they did to keep employees doing and feeling well.

Overall Responses

According to the majority of the respondents and interviewees (53-59 [86%–97%] of 62), they were appreciative of the overall response of the leadership during the pandemic (Figure 3). They
agreed in varying degrees that the leadership moved quickly by setting up clear strategies, developing new solutions, modifying company processes and procedures, and adding resources to adapt to current situations. The leadership also remained in constant communication and were transparent within the organizations.

**Figure 3.** Levels of agreement to organizations’ responses to the pandemic. L&D: learning and development.

In other aspects, employees were not as satisfied. In terms of the modification of the company vision and removing barriers to embracing adaptability, these organizations were perceived as less successful by their employees. About 35-36 (58%-59%) of 61 respondents agreed with these items, but only 4 (7%) respondents strongly agreed that their organizations had removed barriers for them and customers. Moreover, fewer respondents (27-30 [44%-49%] of 61) agreed rather than disagreed or were indifferent that their organizations had maintained the pre-COVID-19 work atmosphere, increased decision-making speed, or modified the support system.

In the L&D department of these organizations specifically, 30-47 (56%-87%) of 54 respondents agreed that training- and curriculum-related work had been completely or partially moved online since beginning to work virtually. Such work tasks included, but were not limited to, onboarding processes, knowledge-based training, sales-related skills training, leadership skills training, soft/power skills training, and compliance training.

**Responses to Employees’ and Customers’ Needs**

It was acknowledged by 47-55 (82%-96%) of 57 respondents that their organizations had created solutions to meet customers’ emerging needs by modifying or designing new products and services and leveraging technologies. Organizations had made efforts to allow employees to smoothly transition to the virtual working mode (Figure 4). According to the respondents’ ratings,
50-52 (88%-91%) of 57 of them agreed that their organizations had set up policies, created flexible schedules, and established strong cultures for the WFH situation.

Organizations also made efforts to indirectly meet customers’ needs by reskilling and upskilling their customer-facing and training-related employees. There were 46-47 (84%-86%) of 55 respondents who had participated in the reskilling and upskilling opportunities related to digital competencies either through virtual microlearning provided by their employers or by locating these upskilling resources on their own. The top 3 ranked uses of technologies perceived to be the most valuable were (1) tools for videoconferencing, (2) engaging customers, and (3) helping employees with information recall. Some interview participants reported that their organizations deployed classes for upskilling, such as virtual selling skills training and onboarding for just-in-time learning. However, a few others reported that they struggled as virtual sales and training limited customers’ and trainees’ engagement and the performance and training of soft skills for virtual sales were insufficient.

Figure 4. Levels of agreement to organizations’ support to remote working. WFH: working from home.

How Individuals Responded to the Changes Caused by the Pandemic

With respect to the individual perspective of professionals in L&D, the respondents were asked about their perceptions of WFH experiences, customer-facing colleagues, and the changes in job responsibilities.

Respondents Treated Remote Working Positively

Although 31 (58%) of 53 respondents perceived WFH as temporary, 40 (70%) of 57 respondents still thought their organizations would consider WFH as a long-term strategy after the pandemic. They had gradually adapted to the new working mode and were mentally prepared for working remotely in the foreseeable future. Working remotely stimulated productivity and promoted the development of digital competencies (Figure 5). Approximately 38-45 (73%-87%) of 52 respondents reflected that they had become more efficient and productive and that they gained digital competencies since WFH began, yet 44 (85%) of them still missed working with colleagues face-to-face. Comparatively fewer respondents (30 [58%] of 52) perceived that they had more time to learn new things related to their jobs. A few participants addressed that they had been working remotely since before COVID-19, so they did not experience a significant change in their jobs.
Figure 5. Levels of agreement to personal working experiences.

The Change in Customer-Facing Employees’ Job Requirements

Among all the employees of these surveyed organizations, customer-facing employees experienced the most extreme changes in their day-to-day work. There were 45 (79%) of 57 respondents who perceived that customer-facing employees and field teams had more time to participate in trainings. More than 51 (90%) of the respondents perceived that these colleagues had increased digital selling competency. However, more respondents disagreed (26 [46%] of 57) than agreed (22 [39%] of 57) that digital sales allowed customer-facing employees to engage with more customers than traditional sales before COVID-19.

Moreover, 34 (65%) of 52 respondents realized they had assumed new and more job responsibilities. Several respondents stated in the comment area to explain their choices that demand services had far exceeded the ability to respond and that they could not keep up with the demand at the beginning. One respondent to a survey question (Multimedia Appendix 2, question 22) provided the following response that could explain why this discrepancy occurred:

The biggest gap is that clients thought virtual classes were easier to prepare, so the demand went up. However, the resources were limited...[and there was] high expectation from the clients [and their] insecure psychological state. [Direct quote from a participant]

Perceptions of “The New Normal”

Only 9 (17%) of 53 respondents believed that the field would go back to pre-COVID-19 training modes. The majority (31 [59%] of 53) believed that more organizational goals would be accomplished online even after COVID-19, and 9 (17%) of them believed that the pandemic triggered a paradigm shift and an evolution of this field. In the short-term (3-6 months), 30-33 (56%-62%) of 54 respondents thought that there would be minor changes in company culture, organizational operations, L&D, and recruitment and onboarding processes. There were 32 (59%) of these 54 respondents who thought that major changes would take place in customer-facing interactions. In other words, more respondents chose the minor-changes options than the major-changes options for the 4 aspects of the working environment, although in the long-term (3-5 years), more respondents (22-32 [41%-59%] of 54) tended to think there...
would be major changes versus minor changes in organizational operations, L&D, recruitment and onboarding, and customer-facing interactions (see Figure 6). It is worth noticing that although less than 27 (50%) of the respondents chose major changes for new talent recruitment and onboarding, it was still greater than the respondents who chose minor changes. See Multimedia Appendix 2 for the survey questions.

Figure 6. Prediction of the working environment in the short and the long term. L&D: learning and development.

<table>
<thead>
<tr>
<th></th>
<th>3-6 Months</th>
<th>3-5 Years</th>
</tr>
</thead>
<tbody>
<tr>
<td>Company Culture</td>
<td>59% minor changes</td>
<td>41% minor changes</td>
</tr>
<tr>
<td>Organizational Operation</td>
<td>56% minor changes</td>
<td>59% major changes</td>
</tr>
<tr>
<td>L&amp;D</td>
<td>62% minor changes</td>
<td>56% major changes</td>
</tr>
<tr>
<td>New Talent Recruitment and Onboarding</td>
<td>56% minor changes</td>
<td>41% major changes</td>
</tr>
<tr>
<td>Customer Facing Interactions</td>
<td>59% major changes</td>
<td>59% major changes</td>
</tr>
</tbody>
</table>

How the Defining Characteristics of Learning Agility Were Represented in the Data

The leadership of these organizations reacted to the pandemic by shifting to remote working as soon as possible to maximize the security of their organizations, instead of resisting and waiting for the impact. This reflected their willingness to adapt to the new working conditions following the nationwide lockdown policies. One interviewee noted,

*The people who provide education to the customers on-site, they immediately have switched to a virtual solution…We did everything we can…We figured out ways to do it right, [even though] it was not the most effective and efficient.* [Direct quote from a participant]

This response is aligned with the generally positive survey responses (see Table 1). On the individual level, participants mentioned that they initially experienced a phase of accepting the situation and then they endeavored to find out solutions. They also mentioned that a supportive team could make people resilient and proactive when faced with challenges.

As the job requirements changed, the work included new tasks and the task complexity increased. To handle jobs with increasing complexity, L&D and sales professionals were required to learn new things continuously, especially at the beginning stage of the transition. More than 65% (34/52) of the survey respondents agreed that they had assumed new job responsibilities since the onset of the pandemic. Organizations put extra emphasis on virtual trainings of various skills, sales, leadership, and soft skills. For L&D professionals, the amount of new training to be designed caused an increase in job responsibilities. Sales professionals also spent more time to participate in trainings, which left them with less time to work on their primary job tasks. For example, 1 (8%) of the 12 interviewees talked about the increasing frequency of their new employee orientations to address emerging issues in a timely manner, so they had to re-create orientation materials to suit shorter sessions. Training professionals reported that they learned new ways to achieve their goals of creating new orientation training. This, therefore, required more time to train professionals to design and deliver new content and for employees from other departments to help with the training. During this process, everyone explored new territories and learned something new, for example, virtual platforms and learning resources. Respondents reported that the most prominent gain in skills was digital competencies. Survey responses show that 45 (87%) of the 52 respondents agreed that they had increased individual digital competencies (Figure 5).

In addition, almost every interviewee had referred to the adaptation to a new way of communication, collaboration, and operation through virtual platforms. There were difficulties many of them needed to overcome, since a significant number of senior employees were not familiar with virtual ways of working prior to the pandemic onset. In sum, the data revealed how the characteristics of learning agility were present in the work life of the professionals in our study in response to the pandemic. In Table 1, we identify 4 categories from the data that align with characteristics of learning agility: the willingness to adapt to new job requirements, the ability to handle jobs with increasing complexity, the ability to continuously learn new things, and the ability to overcome difficulties.
**Table 1. Characteristics of learning agility and supporting evidence from the survey.**

<table>
<thead>
<tr>
<th>Facet of learning agility</th>
<th>Supporting evidence in the data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Willingness to adapt to job requirements</td>
<td>• Of 57 respondents, 52 (91%) agreed that their organizations set up policies and procedures for WFH.</td>
</tr>
<tr>
<td></td>
<td>• Of 61 respondents, 27 (44%) agreed that their organizations had increased the speed of decision making.</td>
</tr>
<tr>
<td></td>
<td>• Of 61 respondents, 56 (91%) agreed that the leadership maintained constant communication within the organization.</td>
</tr>
<tr>
<td></td>
<td>• Of 61 respondents, 57 (93%) agreed that the leadership stayed transparent within the organization.</td>
</tr>
<tr>
<td></td>
<td>• Of 61 respondents, 52 (85%) agreed that the leadership empathized with employees and customers about their and their families’ well-being.</td>
</tr>
<tr>
<td>Ability to learn new things continuously</td>
<td>• Of 62 respondents, 57 (92%) agreed that the leadership developed new solutions and added resources to adapt to current situations.</td>
</tr>
<tr>
<td></td>
<td>• Of 52 respondents, 45 (87%) agreed that they increased individual digital competencies since working remotely.</td>
</tr>
<tr>
<td></td>
<td>• Of 55 respondents, 46/47 (84%/85%) agreed that their organization provided reskilling/upskilling for the virtual training world.</td>
</tr>
<tr>
<td></td>
<td>• Of 56 respondents, 46 (82%) agreed that their organizations designed new products and services to meet clients’ current needs.</td>
</tr>
<tr>
<td></td>
<td>• Of 52 respondents, 30 (58%) agreed that they had more time to learn new things related to their jobs since working remotely.</td>
</tr>
<tr>
<td></td>
<td>• Of 61 respondents, 30 (49%) agreed that their organizations had modified the supporting system.</td>
</tr>
<tr>
<td>Ability to overcome difficulties</td>
<td>• Of 61 respondents, 36 (59%) agreed that their organizations had modified the company vision to embrace adaptability/agility.</td>
</tr>
<tr>
<td></td>
<td>• Of 62 respondents, 47 (76%) agreed that their organizations had modified company processes and procedures in response to COVID-19.</td>
</tr>
<tr>
<td></td>
<td>• Of 57 respondents, 52 (91%) agreed that their organization created flexible schedule for employees to WFH.</td>
</tr>
<tr>
<td></td>
<td>• Of 56 respondents, 41 (73%) agreed that their organization had become more agile.</td>
</tr>
<tr>
<td></td>
<td>• Of 62 respondents, 36 (58%) agreed that their organizations had removed barriers.</td>
</tr>
<tr>
<td></td>
<td>• Of 62 respondents, 53 (85%) agreed that the leadership set up a clear strategy to respond to the changes.</td>
</tr>
<tr>
<td>Ability to handle jobs with increasing complexity</td>
<td>• Of 56 respondents, 46 (82%) agreed that their organizations designed new products and services to meet clients’ current needs.</td>
</tr>
<tr>
<td></td>
<td>• Of 57 respondents, 45 (79%) agreed that their customer facing employees and field teams had more time to participate in training sessions.</td>
</tr>
<tr>
<td></td>
<td>• Of 51 respondents, 38 (75%) agreed that they were more efficient since working remotely.</td>
</tr>
<tr>
<td></td>
<td>• Of 52 respondents, 34 (65%) agreed that they had assumed new job responsibilities since working remotely.</td>
</tr>
<tr>
<td></td>
<td>• Of 57 respondents, 23 (40%) agreed that their customer facing employees and field teams had exhibited higher levels of productivity.</td>
</tr>
</tbody>
</table>

*aAll the items listed in the table are items whose “agrees” options were selected by more respondents than “disagrees” options, even though some “agrees” responses were lower than 50%. See Multimedia Appendix 2 for survey questions.

**WFH: working from home.**

### Discussion

#### Principal Results

The interview and survey results indicated that L&D professionals were overall positive in their perceptions of their organization’s leadership, their colleagues, and themselves in terms of finding solutions and supporting one another. The majority of respondents reported increased productivity and opportunities to reskill and upskill during WFH. In addition, they upgraded their digital competencies, especially technologies for videoconferencing, engaging customers, and helping learners’ information recall. In addition, this study revealed some insights that the framework adapted from Eichinger et al [30] did not discuss. Their framework was developed to evaluate an employee’s leadership potential and effectiveness. Our findings suggest that elements of learning agility were demonstrated by most survey participants in response to a highly disruptive crisis, when the working mode abruptly shifted. This study provides insights into how the pandemic created a context that sparked a different entry point (ie, the drive for job survival) into the learning agility development cycle. Results also provide insights into how the COVID-19 crisis demanded professionals’ learning agility to both self-initiate their own learning and to support the learning agility of others in the organization.

#### Limitations and Future Directions

In the quantitative component of the study, 74 participants responded to the survey, which represents ~5% of the sample pool of 1500 people. It is below the average of medium-length web-based surveys (12–25 questions)—less than 10% [31–33]. Given that our survey consisted of 37 questions, it was reasonable to have a lower response rate, as the length of a survey has a negative influence on the response rate [33,34]. One possible direction for future research is to increase the sample size of participants by expanding the survey to a larger membership body [35]. In addition, the participating population of this study was skewed to high management roles and training professionals. Sales professionals, however, are the trainees closely interacting with these training professionals and are as much impacted by the pandemic as training professionals. Therefore, future studies could shift the recruiting focus to...
first-line sales professionals to investigate how specifically the overall life cycle of training and education for sales professionals changed.

Another possible direction for future studies is to dig deeper into the learning agility framework by addressing the mental and emotional aspects. To implement this idea, we need to ask more why and how questions about people’s motivations and ways of predicting and solving problems, and to intentionally differentiate people’s pandemic leadership behaviors from those of the prepandemic period.

Last but not least, the transition to the new way of working that we have observed was reactionary at the core. It would be worthwhile to see whether the L&D professionals would adopt a more proactive approach to learning agility as the pandemic subsides or whether they drift back to the old normal.

Conclusion
Prior research has explored current and future trends in life sciences training [36], noting trends for more remote L&D initiatives. This study examined a more specific circumstance where life sciences L&D professionals faced unprecedented challenges, requiring a sudden and unexpected shift to remote work. This study explored the organizational and individual reactions of life sciences organizations toward the pandemic and the shift in the working environment that it entailed. In retrospect, the first 3 months of the pandemic were a survival phase for most of the organizations in the life sciences sector. The leadership lacked experience and confidence in their solutions during such a turbulent time. The next several months presented an adoption phase, which was marked by a collective will to make change. This phase aligns with the period during which we collected our data and, as such, reflects how learning agility appeared at the organizational and individual levels during this time. Looking toward the future as vaccines are more prevalent, organizations are now more competent to shift into a proactive phase. They have more experience dealing with unpredictable and abrupt changes in the global environment.

The changes in work life, due to the COVID-19 crisis, may have pushed the development of the industry 5-7 years forward into the future in a few months [37]. The forces that prompted the development include the organization’s drives for financial success, customer demands, and, more prominently, the practitioners’ adaptation and agility. They demonstrated a willingness to be agile that may not have emerged as quickly outside of the pandemic crisis. Future work should investigate how life sciences L&D organizations structure their remote work and remote training in a post-COVID-19 world. Both our interview and survey results predicted that a mix of live and virtual solutions for working, training, and learning would emerge to better suit the ever-changing market in life sciences organizations.
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Abstract

Background: Reducing the number of items in a questionnaire while maintaining relevant information is important as it is associated with advantages such as higher respondent engagement and reduced response error. However, in health care, after the original design, an a posteriori check of the included items in a questionnaire is often overlooked or considered to be of minor importance. When conducted, this is often based on a single selected method. We argue that before finalizing any lifestyle questionnaire, a posteriori validation should always be conducted using multiple approaches to ensure the robustness of the results.

Objective: The objectives of this study are to compare the results of two statistical methods for item reduction (variance inflation factor [VIF] and factor analysis [FA]) in a lifestyle questionnaire constructed by combining items from different sources and analyze the different results obtained from the 2 methods and the conclusions that can be made about the original items.

Methods: Data were collected from 79 participants (heterogeneous in age and sex) with a high risk of metabolic syndrome working in a financial company based in Tokyo. The lifestyle questionnaire was constructed by combining items (asked with daily, weekly, and monthly frequency) from multiple validated questionnaires and other selected questions. Item reduction was conducted using VIF and exploratory FA. Adequacy tests were used to check the data distribution and sampling adequacy.

Results: Among the daily and weekly questions, both VIF and FA identified redundancies in sleep-related items. Among the monthly questions, both approaches identified redundancies in stress-related items. However, the number of items suggested for reduction often differed: VIF suggested larger reductions than FA for daily questions but fewer reductions for weekly questions. Adequacy tests always confirmed that the structural detection was adequate for the considered items.

Conclusions: As expected, our analyses showed that VIF and FA produced both similar and different findings, suggesting that questionnaire designers should consider using multiple methods for item reduction. Our findings using both methods indicate that many questions, especially those related to sleep, are redundant, indicating that the considered lifestyle questionnaire can be shortened.
**Introduction**

**Background**

Short questionnaires have several advantages over long ones: they are less expensive to design [1]; are associated with less random or systematic error or noise in the reported results caused by lack of motivation, fatigue, or boredom [2-4]; and have higher respondent engagement, with empirical evidence indicating that long questionnaires are associated with a low response rate [5]. Therefore, reducing the number of survey items is important.

A number of approaches to reduce survey items have been studied. First, in psychometrics, the Cronbach $\alpha$ coefficient is often used in Classical Test Theory [6] to assess the internal consistency of a given questionnaire. Second, factor analysis (FA) and principal component analysis were used to extract a latent structure and explain most of the data variance with fewer factors or components than the original questionnaire items (eg, the studies by McHorney et al [7], Bai et al [8], and Brosnan et al [9]). Third, researchers have also focused on Item Response Theory (IRT) [10,11]; however, IRT methods are most effective when the original questionnaire or survey is developed using IRT or when there are theoretical reasons to expect it to fit an IRT model [12]. Recent studies have used the variance inflation factor (VIF) to better address collinearity problems among covariates when performing regression analysis of survey data [13]. However, despite the advantages and practicality of automatic variable selection, simulations suggest that the VIF does not necessarily identify a true underlying model [14]. In general, it is better not to rely on a single method for variable reduction and instead to compare the results of multiple approaches.

Although it is important to minimize errors in questionnaire responses in all fields, it is paramount in medicine and public health, where omissions and inaccuracies can lead to possible misdiagnoses and subsequent incorrect treatments or interventions. Despite this, emphasis in health care is often placed only on the initial design, where a questionnaire is typically evaluated by comparing its internal consistency with that of other similar questionnaires or with a different version of the same questionnaire [15-17]. The questionnaires also sometimes include open-ended questions, despite evidence showing that such questions often do not provide sufficiently solid insights [18]. Although an *a priori* carefully designed questionnaire is extremely important, we believe that including an *a posteriori* check of the questions before making any result-based inferences will help improve the overall quality of the instrument and should, therefore, become part of standard procedure.

**Objective**

Our study builds upon other research conducted in this direction: to name a few related works, Cappelleri et al [19] applied FA to develop a questionnaire to measure the satisfaction of patients with type 1 diabetes, highlighting that the two key factors were convenience and social comfort; Juniper et al [20] compared the results of the impact method, which preserves items according to their relative importance as perceived by the patients, with the results of FA in a quality of life questionnaire, suggesting that different approaches lead to different results; Arifin and Yusoff [21] applied confirmatory FA, as well as performed other statistical tests, for an emotional intelligence inventory to be used among medical course applicants. In the Classical Test Theory branch, researchers often compared Cronbach $\alpha$ with Rasch analysis; for example, Prieto et al [22] did so on a 38-item health questionnaire, concluding that the methods led to similar results; Erhart et al [23] analyzed the possibility of performing item reduction by comparing the results of Cronbach $\alpha$ with those of Rasch item fit for a health-related quality of life questionnaire administered to children and adolescents, concluding, on the other hand, that both methods should be accompanied by additional analyses.

We found that very often, researchers focused on a single technique or similar approaches without comparing the results from multiple different methods. This was the starting point of our study. Despite its desirable properties (such as automatic identification and remotion of multicollinear items) and statistical foundations, VIF is rarely directly used as an item reduction technique. FA indirectly deals with the same multicollinearity problem by grouping similar variables under the same factor; however, its inner logic is different, as multicollinearity is solved because of dimensionality reduction. To the best of our knowledge, this is the first study to directly compare how similar or how different the results obtained from these methods are when applied to the items of a lifestyle questionnaire.

The aim of this study is to compare the results of VIF and FA for item reduction in a lifestyle questionnaire constructed by combining items from different sources, with questions asked with daily, weekly, or monthly frequency.

**Methods**

**Study Participants**

The collected questionnaire data (described in detail in the following sections) form part of a 1-month pilot study for lifestyle interventions, with a more general aim than the one described in this paper; that is, in particular, to investigate the feasibility of using a smartphone lifestyle intervention app and assess the feasibility of collecting data from a wearable device. The recruited participants were individuals with a high risk of metabolic syndrome. The sample size was calculated based on...
accepting an α risk of .05 and a β risk of .25 in a 1-tailed test, with an estimated 10% loss to follow-up. The estimated sample size was 120 participants. A total of 117 individuals consented to participate; however, 2 (1.7%) individuals were withdrawn, leaving a total of 115 (98.3%) participants. The 115 participants were randomly allocated into 2 groups: the intervention group (79/115, 68.7% individuals who followed a lifestyle education program over the study period) and the control group (36/115, 31.3% individuals). Allocation to the intervention and control groups occurred through randomization, with stratification by sex and age (<40 years or ≥40 years). Participants in the intervention group (the focus of this study), men and women aged between 29 and 58 years, were selected from a financial company based in Tokyo. To minimize sampling bias in the collected questionnaire data, we confirmed that the intervention group was sufficiently heterogeneous in terms of age, sex, and employment conditions. The initial study excluded those who had a history of serious medical conditions, had received any other lifestyle intervention, planned to take long vacations, had night shifts, and were pregnant (or those with suspected pregnancy). The study period of the research presented in this paper was from March 2 to March 30, 2018.

All research was performed in accordance with relevant ethical guidelines and regulations. All the participants received detailed information about the purpose of the study in writing and during explanatory face-to-face meetings. All participants provided written informed consent and understood that participation was completely voluntary and could be discontinued at any time without any disadvantage or penalty. Participants were given a wearable device as an incentive for participation.

**Questionnaire**

The intervention group participants were asked to respond to lifestyle-related questions through a smartphone-based mobile app for a month. For the purposes of this study, we included participants who answered any of the questions.

We constructed a lifestyle questionnaire comprising 51 questions, focusing in particular on the domains of sleep, stress, nutrition, and alcohol and tobacco consumption. For brevity, the questionnaire items are indicated by item X, where X represents the item number. The questionnaire is provided in Multimedia Appendix 1.

Daily questions on sleep quality were selected from the validated St Mary’s Hospital Sleep Questionnaire (items 2-5) [24]. Daily questions to assess dietary habits were taken from the Dietary Guidelines provided by the Ministry of Agriculture, Forestry, and Fisheries of Japan (Food Safety and Consumer Affairs Bureau; items 6-16). Daily questions about caffeine intake (items 17 and 18) and stress levels (items 20 and 21) have been widely used in many population-based cohort studies. In addition, we added 2 other daily questions, not taken from any validated questionnaire, about opening the smartphone-based app in the morning (item 1) and alcohol consumption (item 19). Most of the weekly questions (21/26, 81%) were taken from the validated General Sleep Disturbance Scale (items 25-45) [25]. We added 5 other questions to assess the participants’ commitment to reducing alcohol intake (item 47), determine the number of cigarettes smoked per day over the past week and interest in a smoking cessation program (items 23 and 46), and information about working conditions (items 22 and 24). Finally, monthly questions were taken from the validated Perceived Stress Scale–4 (items 48-51) [26]. As shown in Multimedia Appendix 1, items 48 and 51 are reverse-coded items; this is sometimes recommended to cross-check the validity of the responses.

When a participant did not complete a daily questionnaire item, the data were treated as missing and excluded from the analysis. However, when a participant did not complete a weekly or monthly questionnaire item, we assumed that their subsequent response to the item was applicable for the entire respective week or month and, thus, backfilled missing values.

**Statistical Analyses**

**Overview**

All statistical analyses were performed using Python (version 3.7.4) on the Anaconda platform (Anaconda Inc). To perform effective item reduction, it is important to verify that the variables we want to exclude, in fact, explain the same underlying variability as the other variables remaining in the questionnaire. We considered two statistical approaches: VIF and FA.

**VIF Analysis**

VIF is the quotient of the variance in a model with multiple variables and the variance in a model with only 1 variable. It indicates the strength of multicollinearity among a set of variables, assuming that they have a linear relationship. Each variable, in turn, is regressed on all other variables present in the set. Considering a set A of n variables, the VIF associated with variable i ∈ A is defined as follows:

\[ VIF_i = \frac{1}{1 - R^2_{i}} \]

Here, \( R^2_{i} \) is the coefficient of determination obtained by ordinary least squares regression and regressing variable i on all the other \( j \neq i \) variables in the set. A higher VIF reports greater collinearity between variable i and the other predictors. As \( 0 \leq R^2_{i} \leq 1, VIF_i \in [1, \infty) \).

There is no general consensus on the ideal VIF threshold for indicating multicollinearity, with many different values having been used in the empirical literature. For example, Vittinghoff et al [27] suggested a threshold value of 10, whereas Johnston et al [28] were more conservative and used a threshold value of 2.5. Keeping in mind that multicollinearity is a bigger problem with a small sample size [29], we selected a threshold value of 5; this cutoff is often selected to establish a high risk of multicollinearity [30,31].

We applied VIF iteratively: first, we calculated VIF, for each variable in set A; then, we removed the variable with the highest calculated VIF value (as it is already well-explained by the remaining variables) and recalculated VIF for each remaining variable. The process was stopped when all remaining variables had a calculated VIF ≤ 5 so that there was no concern of high collinearity among the variables.
**FA Method**

FA is a statistical method used to describe variability among observed and correlated variables in terms of a fewer number of unobserved and underlying variables called factors. This method aims to identify the independent factors that explain the different sources of variability in the original variables. It assumes that any observed variable is directly associated with an underlying factor. Informally, FA shares many similarities with principal component analysis; they are both data analysis techniques, their goal being to reduce a large number of variables into a fewer number of more treatable and interpretable new variables, trying to minimize the information loss at the same time. This dimensionality reduction is performed by projecting the original data onto a lower-dimensional space, preserving as much variability as possible. More formally, consider a set $\mathcal{X}$ of $n$ observable variables for which we assume that each variable $x_i$ can be expressed as a linear combination of $k \leq n$ factors and intercept $\beta_i$:

$$x_i = \beta_i^T + l_{i1}F_1 + l_{i2}F_2 + \ldots + l_{ik}F_k + \epsilon_i$$

where $\epsilon_i \sim N(0, \sigma^2)$. We can rewrite the above in matrix notation:

$$X = \beta + LF + \epsilon,$$

where $X=(x_1, \ldots, x_n)^T$, $\beta=(\beta_1, \ldots, \beta_n)^T$, and $L$ denote the factor-loading matrix, $F=(F_1, \ldots, F_k)^T$ is the vector of common factors, and $\epsilon=(\epsilon_1, \ldots, \epsilon_n)^T$ is the vector of unobserved error terms. The factor-loading matrix $L$ expresses the relationship of each observed variable with the unobserved factors, showing the variance explained by each observed variable for each factor.

If we consider $X\in\mathbb{R}^n$ to be the vector representing all questionnaire items, we can replace it with the vector $F\in\mathbb{R}^k$ of unobserved factors, which lies in a lower-dimensional space. We can think of each factor as being capable of explaining a certain variance in the original items, and we can further exclude factors with the lowest amount of explained variance (the criterion for selecting the number of factors is explained in the following sections).

We looked for joint variations in the observed variables in response to unobserved latent factors. Three assumptions should be satisfied: there should be no outliers in the data, the sample size should be big enough, and there should be no perfect multicollinearity between the observed variables [32]. Our data set satisfied all of these assumptions.

We further applied two adequacy tests before proceeding with FA: the Bartlett test of sphericity [33] and the Kaiser–Meyer–Olkin (KMO) test [34]. The Bartlett test of sphericity checks whether the observed variables are effectively correlated with each other by comparing their correlation matrix $\text{corr}(X)$ against the identity matrix $I$. If the null hypothesis $(\text{corr}(X)=I)$ cannot be rejected, this indicates that the original variables are orthogonal (hence, unsuitable for structure detection), and any data reduction technique (such as FA) would not produce any meaningful result. The KMO test is another way of measuring the suitability of data for FA; it estimates the proportion of variance that may be common (ie, caused by the same underlying factor) among all observed variables, with a lower proportion being a more suitable condition for FA. KMO values range between 0 and 1 (according to the original paper by Kaiser [34], values of a statistic <0.5 mean that performing FA is not adequate). Together, the 2 adequacy tests check the data distribution and sampling adequacy.

Finally, we used the Kaiser criterion [35] to select an adequate number of factors. The eigenvalues $\lambda_i$ of the correlation matrix $\text{corr}(X)$ can be used to measure the degree to which the factors explain the variance in the observed variables. Thus, any factor with an associated eigenvalue $\lambda_i >1$ explains more of the variance than a single (observed) variable. As a selection criterion, the number of factors was chosen such that it was equal to the number of eigenvalues $>1$. However, the Kaiser criterion has been criticized for being an arbitrary approach [36]. Thus, we further examined the scree plot of the eigenvalues and checked whether our stopping criterion matched the possible points of inflection. Finally, we used ordinary least squares to identify the minimum residual solution, which is also the default method for exploratory FA, when estimating the factor loadings.

**Ethical Approval**

This study was approved by the research ethics committee of the Faculty of Medicine, University of Tokyo (application number 11781).

**Results**

For meaningful comparisons, we grouped the questions according to the frequency at which they were asked (daily, weekly, and monthly) and analyzed each group separately.

**Daily Questions**

A total of 21 questions were asked daily to 79 users for a total of 1746 collected data points. After excluding missing values, of the 1746 collected data points, 1658 (95%) data points were left for analysis.

As described in the Methods section, we iteratively excluded all the variables for which $VIF>5$. By doing so, the 21 initial variables were reduced to 3 (items 4, 20, and 21).

When FA was applied to the daily questions set, we obtained a $P$ value of 0 using the Bartlett test; thus, we rejected the null hypothesis $\text{corr}(X)=I$ at all significance levels, confirming that the considered variables were correlated with each other. The KMO test yielded a value of 0.73, further confirming that the structure detection was adequate for the considered variables. The Kaiser criterion led to the selection of 9 factors (with the first factor having a significantly higher eigenvalue), as shown in the eigenvalue scree plot in Figure 1.
By analyzing the factor-loading matrix $L$ of the 9 factors for daily questions, we observed the following: (1) factor 1 had high factor loadings for items 2, 3, 4, and 5 (sleep-related questions); (2) factor 2 had high factor loadings for item 20 (stress level); (3) factor 3 had high factor loadings for item 6 (whether eating 3 times a day); (4) factor 4 had high factor loadings for items 16, 17, and 18 (related to caffeinated drinks); and (5) factor 5 had high factor loadings for items 9 and 12 (having lunch in a restaurant or having a takeout lunch). The other factors were less interesting (eg, as they were each associated with 1 or 2 variables only and displayed factor loadings smaller in magnitude than those of the 5 abovementioned factors) or were more difficult to interpret, as the amount of variance they explained was relatively low and spread across multiple variables. The factor-loading matrix for daily questions is provided in Multimedia Appendix 2.

When the sample size is small (typically <300, as in our analysis), it is also worth looking at the average communality of the retained items [37]. Using 9 underlying factors, we obtained an average communality of 0.492, which is an acceptable value when using Promax rotation [38], as we did for our analysis.

For the main 5 abovementioned factors, we also conducted a reliability analysis using Cronbach $\alpha$ to measure the internal consistency of our underrepresentation. The $\alpha$ coefficient for factor 1 was high (.895), indicating high internal consistency for the sleep-related items, confirming the reliability of the factor. Factors 2 and 3 had high factor loadings for a single variable; thus, we could not check any interitem internal consistency. Factors 4 and 5 displayed lower $\alpha$ coefficients (.470 and .536, respectively), which might be a consequence of the low number of represented original items (3 and 2, respectively) than factor 1 (4), as well as a reduced scale with respect to the sleep-related questions.

The 9 underlying factors (instead of the 21 observed variables) explained 49.25% of the total variance.

### Weekly Questions

A total of 26 questions were asked weekly to 79 users. The VIF approach reduced the initial 26 questions to 21 (excluding items 28, 30, 35, 46, and 47).

When applying FA to the weekly question set, we again obtained a $P$ value of 0 using the Bartlett test, and the KMO test produced a value of 0.69. The Kaiser criterion led to the selection of 9 factors. Similar to the eigenvalues for the daily questions, the first factor exhibited a significantly higher eigenvalue (Figure 2).

By analyzing the factor-loading matrix $L$ of the 9 factors for weekly questions, we observed the following: (1) factor 1 had high factor loadings for items 26, 30, 31, and 39 (sleep-related questions); (2) factor 2 had high factor loadings for items 28, 34, and 35 (questions related to satisfaction and feeling well); (3) factor 3 had high factor loadings for items 32 and 33 (feeling annoyed and feeling tired during the day); (4) factor 4 had high factor loadings for items 22 and 24 (weekly number of days off and weekly hours of work); and (5) factor 5 had high factor loadings for items 23 and 46 (amount of tobacco consumption and degree of interest in a smoking cessation program). The other factors were less interesting (eg, as they were each associated with 1 or 2 variables only and displayed factor loadings smaller in magnitude than those of the 5 abovementioned factors) or were more difficult to interpret, as the amount of variance they explained was relatively low and spread across multiple variables. The factor-loading matrix for weekly questions is provided in Multimedia Appendix 3.

Using 9 underlying factors, we obtained an average communality of 0.493, which is acceptable.

For the main 5 abovementioned factors, the results of the reliability analysis indicated high or acceptable Cronbach $\alpha$ coefficients for all considered factors (.757, .821, .721, .679, and .609), further confirming the internal consistency of the considered underrepresentation.

The 9 underlying factors (instead of the 26 observed variables) explained 49.29% of the total variance.
Monthly Questions
A total of 4 questions were asked monthly to the 79 users. The VIF approach reduced the initial 4 questions to 2 (leaving items 50 and 51).

When applying FA to the monthly question set, we again obtained a P value of 0 using the Bartlett test, and the KMO test produced a value of 0.64. The Kaiser criterion led to the selection of a single factor (Figure 3).

By analyzing the factor-loading vector \( L \) of the factor for monthly questions, we observed that factor 1 had relatively high factor loadings for all 4 monthly questions, in particular items 50 and 51 (degree of feeling on top of things and degree of not being able to cope with all the things that needed to be done, respectively). The factor-loading vector for monthly questions is provided in Multimedia Appendix 4.

Using a single underlying factor, we obtained an average communality of 0.308, which is too low. However, as communalities are the proportion of each variable’s variance that can be explained by the factors (in this case, a single factor), it makes sense that their average matches the cumulative variance explained by the single factor itself.

For the single considered factor, the results of the reliability analysis indicated an acceptable Cronbach \( \alpha \) coefficient (.607), further confirming the internal consistency of the considered underrepresentation.

The single underlying factor (instead of the 4 observed variables) explained 30.76% of the total variance.

Discussion
Principal Findings
The objective of this study was to compare 2 different statistical methods, which are often used as reduction techniques, and their results in a lifestyle questionnaire, which was constructed using a variety of questions (asked with daily, weekly, and monthly frequency) aimed at evaluating the general well-being of an individual. Our main findings suggest not only that existing validated lifestyle questionnaires might benefit from further
item reduction (in the questions about sleep quality and satisfaction, in particular) but also that different algorithms lead to different results for what concerns other groups of items.

Indeed, the results obtained using the two considered methods (VIF and FA) shared some similarities but also exhibited substantial differences.

Among daily questions, VIF led to the exclusion of more than half the variables whereas FA retained only 1 question about sleep and 2 questions about work and daily lifestyle. Although we expected the sleep items to be highly correlated, the iterative approach of deleting correlated variables also led to the exclusion of all items on eating habits, suggesting that, at least in our data sample, these variables shared some correlation with sleep satisfaction and stress level components. The two types of stress do not seem to be well correlated, suggesting that stress at home does not depend on the amount of stress felt at work and vice versa. FA suggested the inclusion of only 9 factors instead of the original 21 variables; however, in line with the VIF, the factor with the highest eigenvalue captured the variance of the sleep-related items.

Among the weekly questions, the VIF reduced the initial 26 questions to 21 questions. Among the 5 deleted questions, 3 (60%) were sleep-related, and it made sense that they were correlated with the other weekly sleep items. However, interestingly, there was also a correlation between desiring a healthier lifestyle (identified as an interest in quitting smoking and consideration for reducing alcohol intake) and work habits or sleep satisfaction level. This is in line with findings from Hidaka et al [39], who observed a positive correlation between low sleep satisfaction and unhealthy lifestyle patterns in the Japanese population. FA produced similar results, identifying 1 factor in particular for sleep-related questions and another factor for general well-being.

Finally, the monthly questions selected from the Perceived Stress Scale–4 aimed to assess different aspects of the consequences of stress. For example, stress is known to negatively affect self-confidence [40] and, in the long-run, also mental and physical health [41]. Therefore, we expected that the analyses would lead to the exclusion of a significant number of these items. Indeed, the VIF reduced the initial 4 questions to 2, and the FA identified a single significant factor.

We observed that despite the fact that both methods deal with the same underlying problem of multicollinearity, VIF led to greater item reduction in some instances, whereas FA did so in others. Thus, we suggest that questionnaire designers use both methods and, in the event of a discrepancy in results, adopt other additional measures such as comparing both results with the consistency of the internal questionnaire obtained using Cronbach $\alpha$ for the final selection.

As previously mentioned, our questionnaire included 2 reverse-coded questions. In our methods, we analyzed the absolute value of the correlation coefficients to eliminate the need for any additional operations to identify the direction of the correlation (positive or negative).

The principal result of our study shows that even in validated lifestyle questionnaires, many items (particularly sleep-related ones) are indeed redundant. Therefore, when aiming for short questionnaires, we suggest that questionnaire designers should always consider the application of item reduction instruments after a trial phase, as certain items could, in principle, be deleted without incurring significant information loss.

Our study had some limitations that warrant mention. First, because of factor loadings, FA can also be used to analyze the amount of information that is lost when switching from the original variables to the underlying factors. In general, it should be noted that the exclusive use of statistical methods to shorten questionnaires can lead to the loss of valuable information [42]. Indeed, this was observed in our results; the total variance explained exclusively by the identified factors never exceeded 50%. Therefore, rather than providing a recipe that is indiscriminately valid, our approach was to focus on identifying areas in which there is a high possibility of reducing questionnaire items with as little information loss as possible.

Our empirical results show that sleep-related questions are, by far, the area where such a reduction seems the most feasible. Second, as this was a pilot study, the number of participants was relatively small. This is the major limitation of our study, as a bigger data set would provide more statistically sound results. However, despite its small size, the size of our data set was considered acceptable for the analyses we conducted [43,44]. Furthermore, despite differences in age and sex, the participants were all selected from the same company, which could have introduced some selection bias. Thus, the results obtained in this study should be validated in further studies.

Conclusions

We constructed a lifestyle questionnaire by combining items from various authoritative sources. We then applied two different statistical methods for item reduction (VIF and FA) to check whether the existing items in the three groups of questions (asked with daily, weekly, and monthly frequency) were redundant. The results of the applied methods did not always match but nevertheless provided evidence that many items related to sleep, in particular, were indeed redundant. Two reduced questionnaires (according to VIF and FA) are proposed in Multimedia Appendix 5. We also conducted reliability analyses for each group of questions using Cronbach $\alpha$ to measure the consistency of the obtained underrepresentation, obtaining satisfactory results. Our results suggest that questionnaire designers should always conduct a trial phase on a sample of participants, and examine the correlation between the items, before finalizing any lifestyle questionnaire.
Acknowledgments
This research was supported by the Center of Innovation Program of the Japan Science and Technology Agency (grant number JPMJCE1304). The funders had no role in the design of the study; collection, analysis, and interpretation of data; writing of the report; or decision to submit the paper for publication. The authors would like to thank all staff members at the Center of Innovation, University of Tokyo, for their extensive efforts and help in conducting the study. The authors would also like to thank all members of Precision Health, The University of Tokyo, for their invaluable assistance and, in particular, Dr Masahiro Nakamura for his help with the preparation of the data set. The authors wish to thank the Nomura Securities Health Insurance Association for recruiting participants and collecting data. The authors also wish to thank Shinya Uezono (SoftBank Corp), Shunya Arita (SoftBank Corp), Toshiki Murata (SoftBank Corp), Saeru Yamamuro (SoftBank Corp), Tomoki Kinoue (SoftBank Corp), Tomihisa Ikeura (The University of Tokyo, Center of Innovation Program), and Yoshifumi Matsui (Albert Inc) for their support in this project. The authors would like to thank Tatsunori Seki (SoftBank Corp) and Yoshiya Shigeeda (SoftBank Corp) for their insightful comments and suggestions.

Authors’ Contributions
TS, AKS, and AS designed the main concepts of this study. AS and KF analyzed and interpreted the data. AS drafted the paper. TS, KF, AKS, and UC critically revised the manuscript for important intellectual content. All the authors approved the final version of the manuscript.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Lifestyle questionnaire.
[XLSX File (Microsoft Excel File), 13 KB - ijmr_v11i1e28692_app1.xlsx ]

Multimedia Appendix 2
Factor loading matrix for daily questions.
[ PNG File , 69 KB - ijmr_v11i1e28692_app2.png ]

Multimedia Appendix 3
Factor loading matrix for weekly questions.
[ PNG File , 85 KB - ijmr_v11i1e28692_app3.png ]

Multimedia Appendix 4
Factor loading vector for monthly questions.
[ PNG File , 3 KB - ijmr_v11i1e28692_app4.png ]

Multimedia Appendix 5
Proposed reduced lifestyle questionnaires.
[XLSX File (Microsoft Excel File), 12 KB - ijmr_v11i1e28692_app5.xlsx ]

References


Abbreviations

FA: factor analysis
IRT: Item Response Theory
KMO: Kaiser–Meyer–Olkin
VIF: variance inflation factor

©Alessio Staffini, Kento Fujita, Akiko Kishi Svensson, Ung-Il Chung, Thomas Svensson. Originally published in the Interactive Journal of Medical Research (https://www.i-jmr.org/), 18.03.2022. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Interactive Journal of Medical Research, is properly cited. The complete bibliographic information, a link to the original publication on https://www.i-jmr.org/, as well as this copyright and license information must be included.
Pilot Project for a Web-Based Dynamic Nomogram to Predict Survival 1 Year After Hip Fracture Surgery: Retrospective Observational Study

Graeme McLeod1,2*, MD; Iain Kennedy1*, MBChB; Eilidh Simpson3, MBChB; Judith Joss1*, MBChB; Katriona Goldmann4, MSc

1Department of Anaesthesia, Ninewells Hospital, National Health Service Tayside, Dundee, United Kingdom
2School of Medicine, University of Dundee, Ninewells Hospital, Dundee, United Kingdom
3Crosshouse Hospital, National Health Service Ayrshire and Arran, Kilmarnock, United Kingdom
4William Harvey Research Institute, Barts and the London School of Medicine & Dentistry, London, United Kingdom

*these authors contributed equally

Corresponding Author:
Graeme McLeod, MD
Department of Anaesthesia
Ninewells Hospital
National Health Service Tayside
James Arnott Drive
Dundee, DD1 9SY
United Kingdom
Phone: 44 1382 632175
Email: g.a.mcleod@dundee.ac.uk

Abstract

Background: Hip fracture is associated with high mortality. Identification of individual risk informs anesthetic and surgical decision-making and can reduce the risk of death. However, interpreting mathematical models and applying them in clinical practice can be difficult. There is a need to simplify risk indices for clinicians and laypeople alike.

Objective: Our primary objective was to develop a web-based nomogram for prediction of survival up to 365 days after hip fracture surgery.

Methods: We collected data from 329 patients. Our variables included sex; age; BMI; white cell count; levels of lactate, creatinine, hemoglobin, and C-reactive protein; physical status according to the American Society of Anesthesiologists Physical Status Classification System; socioeconomic status; duration of surgery; total time in the operating room; side of surgery; and procedure urgency. Thereafter, we internally calibrated and validated a Cox proportional hazards model of survival 365 days after hip fracture surgery; logistic regression models of survival 30, 120, and 365 days after surgery; and a binomial model. To present the models on a laptop, tablet, or mobile phone in a user-friendly way, we built an app using Shiny (RStudio). The app showed a drop-down box for model selection and horizontal sliders for data entry, model summaries, and prediction and survival plots. A slider represented patient follow-up over 365 days.

Results: Of the 329 patients, 24 (7.3%) died within 30 days of surgery, 65 (19.8%) within 120 days, and 94 (28.6%) within 365 days. In all models, the independent predictors of mortality were age, BMI, creatinine level, and lactate level. The logistic model also incorporated white cell count as a predictor. The Cox proportional hazards model showed that mortality differed as follows: age 80 vs 60 years had a hazard ratio (HR) of 0.6 (95% CI 0.3-1.1), a plasma lactate level of 2 vs 1 mmol/L had an HR of 2.4 (95% CI 1.5-3.9), and a plasma creatinine level of 60 vs 90 mol/L had an HR of 2.3 (95% CI 1.3-3.9).

Conclusions: In conclusion, we provide an easy-to-read web-based nomogram that predicts survival up to 365 days after hip fracture. The Cox proportional hazards model and logistic models showed good discrimination, with concordance index values of 0.732 and 0.781, respectively.

Introduction

As many as 7 of 100 patients die in the first 30 days after hip fracture [1-4]. Mortality in the first 365 days after hip fracture surgery varies between 14% and 23% of patients [5,6]. Identification of individual risk can inform anesthetic and surgical decision-making and potentially improve outcomes. However, mathematical models can be complex and difficult to interpret, and the effect of changes in continuous or categorical variables may not be obvious. Graphical presentation of data is a pivotal technique in science and key to better communication [7]. Nomograms present covariables in a relatively easy-to-understand way and are commonly used to inform clinicians and patients of the risk of mortality in prostate cancer [8]. However, interpreting predictive indices and applying them to individual patients is difficult [9]. Apps based on the R package (RStudio v 1.3.1093; R Foundation for Statistical Computing), such as Shiny, can be used to translate statistical models into easy-to-understand, web-based interactive nomograms that readily demonstrate differences between low-risk and high-risk patients. One example is the DynNom package [7] in R that predisplays the results of statistical models as a dynamic nomogram and readily allows individual prediction with 95% CI.

Anesthetic guidelines and protocols increasingly drive standardization of practice [10]. However, we believe that individual identification of risk is more likely to improve outcomes [11]. Several risk-specific and generic surgical risk indices are available that predict mortality after hip fracture surgery, but most are limited to prediction of mortality 30 days after operation. These indices discriminate well but lack adequate calibration [12]. The Nottingham Hip Fracture Score has been validated nationally [2] and internationally [13] and is commonly used, but its 365-day score discriminates only between low- and high-risk patients. Moreover, the more complex a statistical model is due to nonlinearity and interactions, the more difficult it is to comprehend and apply. As such, survival models based on time-to-death data [14] are uncommon. Therefore, there is a need to develop an easy-to-interpret app for time-to-event as well as binary-outcome data. Proving such an app's utility locally would provide a platform for prospective development of a large multicenter database that could inform a statistical model with high calibration and discrimination. This model could easily be used at the bedside with a laptop, tablet, or mobile phone in order to inform staff and laypeople of outcomes after hip fracture surgery. Therefore, our primary objective was to develop a web-based nomogram from clinical data collected over an 8-month period from patients undergoing hip fracture surgery at a single tertiary center.

Methods

We conducted a retrospective study of patients undergoing hip fracture surgery. Our study included data collection, statistical modeling, and app development.

Data Collection

We collected preoperative and operative data from all patients presenting for hip fracture surgery at Ninewells Hospital, Dundee, Scotland, over an 8-month period between May 1, 2016, and December 31, 2016. The patients’ case notes, anesthetic charts, and operative notes for the first year after surgery were reviewed as part of a fourth-year medical student project.

The data included patient characteristics, comorbidities, and health status. Patient characteristics recorded on admission included age, sex, BMI, fracture side (left or right), type of fracture (intracapsular or extracapsular), their type of residence before the fracture, and a social deprivation score based on the Scottish Index of Multiple Deprivation 2016 (SIMD16) database, which measures deprivation in 6976 residential areas in Scotland [15]. We used the SIMD16 vigintile database, which ranks deprivation from 1 (the most deprived residential areas) to 20 (the least deprived residential areas). Blood tests were taken on hospital admission and included white cell count and levels of hemoglobin, creatinine, lactate, and C-reactive protein. With regard to surgery, we noted the physical status of the patient according to the American Society of Anesthesiologists (ASA) Physical Status Classification System, the type of anesthesia (general or spinal), the type of surgical implant, and the time the operation took place. Operations performed between 9 AM and 5 PM were classified as daytime operations, those performed between 5 PM and 10 PM as evening operations, and those performed between 5 PM and 9 AM as nighttime operations. Postoperatively, we noted the need for transfusion, presence of acute kidney injury, cardiovascular complications such as pulmonary embolus or myocardial infarction, and infection from any source (wound, urinary, or respiratory). We recorded the date of hospital discharge and the destination of the patient. The type of residence of the patient before the fracture and upon discharge from the ward were classified as the following: home (either the patient’s own home or sheltered housing), care home, acute-care hospital, rehabilitation hospital, or long-term-care hospital. Our primary outcome was time to death by any cause within 365 days of hip fracture surgery.

Model Development

We developed 4 statistical models: a global Cox proportional hazards model using all available covariates, a final Cox proportional hazards model, a generalized linear model, and a logistic regression model. Models and nomograms were developed using the R packages “shiny,” “ggplot2,” “ggpub,” “stargazer,” “rms,” “shinythemes,” and “plotly.”
Our modeling strategy was based on that recommended by Harrell and Steyerberg [9]. We selected variables based on our clinical experience and evidence from published studies. We collected as much pertinent data as possible, with wide distributions for predictor values. We hypothesized that continuous variables were nonlinear. We used imputation to replace missing covariables with the median value. We restricted the number of events per variable in the model according to the following equation: events per variable = events or outcomes/15. We prespecified the complexity of the model and initially allotted 3 cubic splines (knots) to continuous variables in order to detect any nonlinear relationships between variables and outcomes and allotted 1 df to categorical data.

We first created a global model using all variables and tested the association of each predictor with outcomes adjusted for all other predictors and the df used. We reduced the model by calculating the df that could be spent and deciding how they should be spent. We ranked the apparent importance of predictors of death by plotting the Akaike information criterion, defined as $\chi^2 – 2 df$. Initial estimation of shrinkage ($\gamma$) needed used the formula $\gamma = (\chi^2 – p)/\chi^2$. We also interpreted the model graphically and decided which parameters should be retained for bootstrap validation of calibration and discrimination. Continuous variables that showed a linear relationship with outcome were restricted to 1 df.

Overfitting and effects of shrinkage were assessed using the corrected calibration slope. This was obtained using bootstrapping bias–corrected (overfitting minus corrected) estimates of predicted vs observed values. In order to check proportional hazards assumptions, we examined scaled Schoenfeld residuals.

**Model Validation**

Prediction errors were assessed using the log-likelihood ratio ($\chi^2$) for continuous data and the Brier score for binary data. The ability to discriminate between low-risk and high-risk patients was measured with $R^2$, the Gini index from 0 to 1, a robust measure of variation, and measures of rank discrimination, such as the C index and Somers Dxy. The C index represents the probability of concordance, C, between predicted and observed survival, and is equivalent to the area under the receiver operator characteristics curve (AUROC). Concordance is defined as the proportion of all pairs of subjects whose survival time can be ordered such that the subject with the higher predicted survival is the one who survived longer. Dxy is the difference between concordance and discordance probabilities and relates to the C index by the equation $D_{xy} = 2(C – 0.5)$. Internal calibration and validation used the bootstrap.

**Model Comparisons**

Our secondary objectives were to develop a 365-day logistic regression model and a 365-day generalized linear model for binomial response data for sensitivity analysis, and to develop additional 30-day and 120-day logistic models in order to compare accuracy against the routinely used Nottingham Hip Fracture Score.

**App Development**

A data scientist (KG) developed an app using Shiny, a package from RStudio that builds interactive web applications with R. We created 3 files: ui.R to define the user interface A; server.R to interrogate data from the user interface and define the app logic; and functions.R to combine these 2 files and create the Shiny application.

The user interface (ui.R) consisted of a title, side panel, and main panel. The side panel contained a drop-down box with 4 models: the global Cox proportional hazards model, the final Cox proportional hazards model, the generalized linear model, and the logistic regression model. The side panel also had sliders for input of continuous variables over their range of values and follow-up time (0 to 365 days). The main panel consisted of 3 tabs: a prediction plot, a survival plot, and a model summary. Prediction plots were displayed on a graph with probability on the x-axis. The mean was displayed as a colored square with horizontal lines representing the 95% CI for the outcome. Survival models showed a Kaplan-Meier plot of estimated survival probability over time. The app can be viewed at our page on the shinyapps website [16].

**Statistical Analysis**

Continuous variables are presented as the mean (SD) and were analyzed using the Aspin-Welch unequal variance test. Nonparametric data were presented as the median (IQR, full range) and analyzed using the Mann-Whitney U test. Cross-tabulation of categorical data count (n) was analyzed using the $\chi^2$ test. Calculation of the AUROC for Nottingham Hip Fracture Score used GraphPad Prism 9 (GraphPad).

**Ethics Approval**

Caldicott guardian approval was obtained from the University of Dundee on October 16, 2016. In the United Kingdom, Caldicott guardians provide ethical approval for interrogation of anonymous clinical databases.

**Results**

**Data Collection**

We recorded data from 329 patients, of whom 224 (68%) were female and 85 (32%) were male. We found that 4% of biochemical data were missing and replaced them with the median value. Over two-thirds of patients (224/329, 68%) were classified as ASA category III or IV. These categories indicate severe systemic disease and disease that is a constant threat to life, respectively. We found that 24 (7.3%) patients died within 30 days, 65 (19.8%) within 120 days, and 94 (28.6%) within 365 days of surgery. Patient characteristics, categorized according to survival or death within 365 days, are shown in Table 1.
Table 1. Characteristics of surviving and deceased patients 365 days after hip fracture surgery.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Surviving (n=235)</th>
<th>Deceased (n=94)</th>
<th>Difference (95% CI), odds ratio (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years, mean (SD)</td>
<td>82.5 (10.0)</td>
<td>80.9 (9.6)</td>
<td>1.5 (0.8 to 3.9)</td>
<td>.21</td>
</tr>
<tr>
<td>Sex, n (%)</td>
<td></td>
<td></td>
<td>1.0 (0.6 to 1.7)</td>
<td>.94</td>
</tr>
<tr>
<td>Male</td>
<td>61 (26)</td>
<td>24 (25.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>174 (74)</td>
<td>70 (74.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BMI in kg/m², mean (SD)</td>
<td>24.2 (5.7)</td>
<td>21.8 (4.2)</td>
<td>2.4 (0.9 to 3.8)</td>
<td>.002</td>
</tr>
<tr>
<td>Status according to American Society of Anesthesiologists Physical Status Classification System, n (%)</td>
<td>N/A²</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>I</td>
<td>7 (3)</td>
<td>0 (0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>II</td>
<td>62 (26.4)</td>
<td>5 (5.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>III</td>
<td>113 (48.1)</td>
<td>58 (61.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IV</td>
<td>27 (11.5)</td>
<td>26 (27.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Type of residence, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Home</td>
<td>189 (80.4)</td>
<td>46 (48.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Care home</td>
<td>41 (17.4)</td>
<td>45 (47.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rehabilitation hospital</td>
<td>3 (1.3)</td>
<td>3 (3.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acute-care hospital</td>
<td>1 (0.4)</td>
<td>0 (0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Long-term-care hospital</td>
<td>1 (0.4)</td>
<td>0 (0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scottish Index of Multiple Deprivation 2016 score, median (IQR, full range)</td>
<td>11 (6 to 16, 1 to 20)</td>
<td>12 (8 to 16, 1 to 20)</td>
<td>1.0 (–1.0 to 2.0)</td>
<td>.42</td>
</tr>
<tr>
<td>Stay in days, mean (SD)</td>
<td>12.6 (10.2)</td>
<td>12.1 (8.2)</td>
<td>0.5 (–1.7 to 2.6)</td>
<td>.67</td>
</tr>
<tr>
<td>Side, n (%)</td>
<td></td>
<td></td>
<td>1.0 (0.6 to 0.6)</td>
<td>.89</td>
</tr>
<tr>
<td>Left</td>
<td>123 (52.3)</td>
<td>50 (53.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Right</td>
<td>112 (47.7)</td>
<td>44 (46.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Implant type, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.70</td>
</tr>
<tr>
<td>Bipolar</td>
<td>18 (7.7)</td>
<td>3 (3.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Compression hip screw</td>
<td>80 (34)</td>
<td>35 (37.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Collarless, polished, tapered</td>
<td>26 (11.1)</td>
<td>1 (1.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thompson</td>
<td>88 (37.4)</td>
<td>45 (47.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Femoral nail</td>
<td>23 (9.8)</td>
<td>10 (10.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hemoglobin in g/L, mean (SD)</td>
<td>120.3 (18.0)</td>
<td>115.6 (15.0)</td>
<td>4.7 (0.8 to 8.6)</td>
<td>.01</td>
</tr>
<tr>
<td>White cell count in 10⁹/L, mean (SD)</td>
<td>11.8 (6.1)</td>
<td>11.1 (3.2)</td>
<td>0.8 (–0.2 to 1.8)</td>
<td>.14</td>
</tr>
<tr>
<td>C-reactive protein in mg/L, median (IQR, full range)</td>
<td>6 (3 to 25, 2 to 299.0)</td>
<td>13 (3 to 46, 3 to 273)</td>
<td>1.0 (0.0 to 3.0)</td>
<td>.046</td>
</tr>
<tr>
<td>Lactate in mmol/L, mean (SD)</td>
<td>1.47 (0.74)</td>
<td>1.70 (0.92)</td>
<td>0.24 (0.0 to 0.48)</td>
<td>.04</td>
</tr>
<tr>
<td>Creatinine in µmol/L, mean (SD)</td>
<td>71.1 (27.5)</td>
<td>89.2 (42.0)</td>
<td>18.2 (8.4 to 27.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Operation time (%)</td>
<td>N/A</td>
<td></td>
<td></td>
<td>.02</td>
</tr>
<tr>
<td>Daytime (9 AM to 5 PM)</td>
<td>196 (83.4)</td>
<td>78 (83)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Evening (5 PM to 10 PM)</td>
<td>37 (15.7)</td>
<td>14 (14.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Night (10 PM to 9 AM)</td>
<td>2 (0.9)</td>
<td>2 (2.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Type of residence after discharge (%)</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Home</td>
<td>100 (42.6)</td>
<td>13 (13.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Care home</td>
<td>61 (26)</td>
<td>42 (44.7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rehabilitation setting</td>
<td>54 (23)</td>
<td>18 (19.1)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The table below shows the difference in mortality between surviving and deceased patients:

<table>
<thead>
<tr>
<th>Variable</th>
<th>Surviving (n=235)</th>
<th>Deceased (n=94)</th>
<th>Difference (95% CI), odds ratio (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acute-care hospital</td>
<td>15 (6.4)</td>
<td>6 (6.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Long-term-care hospital</td>
<td>7 (3)</td>
<td>3 (3.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Died in hospital</td>
<td>2 (0.9)</td>
<td>8 (8.5)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aN/A: not applicable.

**Model Development**

A global Cox proportional hazards model using all covariates, a final Cox proportional hazards model, logistic regression models, and a generalized linear model were constructed from the data. The global Cox proportional hazards model took all covariates into account, whereas the final validated model was built within the statistical constraints discussed in the methods. The graphs in Figure 1 show continuous relationships between covariates and the probability of death using the final Cox proportional hazards model. The nonlinear relationship between creatinine and the risk of death (ie, HR) was calculated using cubic splines (Figure 1).

Independent predictors of mortality in the final Cox proportional hazards model included increased age, BMI, creatinine, lactate, and the combination of these factors. Examples of differences in mortality on admission included the following: age 80 vs 60 years had an HR of 0.6 (95% CI 0.3-1.1), a plasma lactate level of 2 vs 1 mmol/L had an HR of 2.4 (95% CI 1.5-3.9), and a plasma creatinine level 60 vs 90 µmol/L had an HR of 2.3 (95% CI 1.3-3.9).

**Figure 1.** Final Cox proportional hazards model 365 days after hip fracture surgery. Hazard ratios show a reduced risk of death with increasing age and lower BMI. Risk of death rose with increased creatinine and lactate levels. Note the nonlinear increase in risk with creatinine level, and the increase in risk from values immediately above the physiological range.
Model Validation

Validation results for the global and final Cox proportional hazards models are shown in Table 2.

Table 2. Model validation. Global and final Cox proportional hazards models. The final model was developed after iterative data reduction and calibration using bootstrap and showed good validation in 329 patients.

<table>
<thead>
<tr>
<th>Model</th>
<th>$R^2$a</th>
<th>$\chi^2$ LR</th>
<th>P value</th>
<th>Dxyc</th>
<th>C indexd</th>
<th>$g^e$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global Cox proportional hazards model 365 days after surgery</td>
<td>0.364</td>
<td>$\chi^2_{22}$=45.328</td>
<td>.002</td>
<td>0.623</td>
<td>0.812</td>
<td>1.897</td>
</tr>
<tr>
<td>Final Cox proportional hazards model 365 days after surgery</td>
<td>0.231</td>
<td>$\chi^2_7$=43.113</td>
<td>&lt;.01</td>
<td>0.474</td>
<td>0.732</td>
<td>1.360</td>
</tr>
</tbody>
</table>

*a$: coefficient of determination.

*Likelihood ratio chi-square test.

*Somers Dxy test.

*Concordance index.

*Gini index.

Model Comparisons

The predictive variables identified using the final Cox proportional hazards model were similar to the predictive variables identified using the 365-day logistic regression and 365-day binomial models (Table 3).

Validation results for our secondary outcomes and the 30, 120, and 365-day logistic regression models are presented in Table 4.

Using our data, we calculated the AUROC for Nottingham Hip Fracture Score to be <0.61 (95% CI) at all time points (Table 5).

An example of an easy-to-interpret dynamic nomogram is presented in Figure 2. The variables of this nomogram can be altered using sliders. The digital nomogram is available online at our website [16].

Table 3. Independent variables predicting mortality in the final Cox proportional hazards model, a logistic model, and a binomial model. All models are 365 days after hip fracture surgery. Variables common to all models included age, BMI, lactate, and creatinine. Apostrophes indicate nonlinear restricted cubic splines.

<table>
<thead>
<tr>
<th>Dependent variable</th>
<th>Final Cox proportional hazards model, regression coefficient (95% CI)</th>
<th>Logistic regression model, regression coefficient (95% CI)</th>
<th>Binomial model, regression coefficient (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>0.976 (0.947 to 1.007)</td>
<td>-0.023 (–0.062 to 0.016)</td>
<td>-0.018 (–0.056 to 0.020)</td>
</tr>
<tr>
<td>BMI</td>
<td>0.913 (0.862 to 0.967)</td>
<td>-0.115 (–0.199 to –0.032)</td>
<td>-0.126 (–0.205 to –0.047)</td>
</tr>
<tr>
<td>White cell count</td>
<td>N/A</td>
<td>0.138 (–0.109 to 0.385)</td>
<td>-0.028 (–0.105 to 0.048)</td>
</tr>
<tr>
<td>White cell count’</td>
<td>N/A</td>
<td>-0.196 (–0.453 to 0.062)</td>
<td>N/A</td>
</tr>
<tr>
<td>Lactate</td>
<td>0.003 (&lt;0.001 to 0.199)</td>
<td>-5.519 (–10.812 to –0.226)</td>
<td>-0.899 (–0.995 to 1.893)</td>
</tr>
<tr>
<td>Creatinine</td>
<td>0.906 (0.817 to 1.005)</td>
<td>-0.072 (–0.198 to 0.055)</td>
<td>-0.031 (0.008 to 0.055)</td>
</tr>
<tr>
<td>Creatinine’</td>
<td>1.185 (1.030 to 1.364)</td>
<td>0.133 (–0.042 to 0.308)</td>
<td>N/A</td>
</tr>
<tr>
<td>Lactate*Creatinine</td>
<td>1.110 (1.037 to 1.189)</td>
<td>0.098 (0.013 to 0.183)</td>
<td>-0.007 (–0.018 to 0.004)</td>
</tr>
<tr>
<td>Lactate*Creatinine’</td>
<td>0.865 (0.788 to 0.951)</td>
<td>-0.134 (–0.250 to –0.018)</td>
<td>N/A</td>
</tr>
<tr>
<td>Constant</td>
<td>N/A</td>
<td>5.471 (–3.329 to 14.270)</td>
<td>0.491 (–3.379 to 4.360)</td>
</tr>
</tbody>
</table>

*a*: not applicable.
Table 4. Logistic regression validation results.

<table>
<thead>
<tr>
<th>Model</th>
<th>$R^2$</th>
<th>LR ($\chi^2$)</th>
<th>$P$ value</th>
<th>Brier</th>
<th>Dxy</th>
<th>C index</th>
<th>$g$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic model (30 days)</td>
<td>0.714</td>
<td>17.390</td>
<td>.004</td>
<td>0.069</td>
<td>0.541</td>
<td>0.770</td>
<td>1.348</td>
</tr>
<tr>
<td>Logistic model (120 days)</td>
<td>0.396</td>
<td>21.280</td>
<td>.002</td>
<td>0.114</td>
<td>0.706</td>
<td>0.853</td>
<td>2.051</td>
</tr>
<tr>
<td>Logistic model (365 days)</td>
<td>0.277</td>
<td>37.252</td>
<td>&lt;.001</td>
<td>0.147</td>
<td>0.562</td>
<td>0.781</td>
<td>1.619</td>
</tr>
</tbody>
</table>

*a* $R^2$ coefficient of determination.

*b* Likelihood ratio chi-square test.

*c* Somers Dxy test.

*d* Concordance index.

*e* Gini index.

Table 5. Diagnostic results for Nottingham Hip Fracture Score.

<table>
<thead>
<tr>
<th>Time</th>
<th>Area under the receiver operating characteristics curve (95% CI)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>30 days</td>
<td>0.576 (0.454-0.698)</td>
<td>.22</td>
</tr>
<tr>
<td>120 days</td>
<td>0.606 (0.538-0.674)</td>
<td>.003</td>
</tr>
<tr>
<td>365 days</td>
<td>0.602 (0.526-0.678)</td>
<td>.01</td>
</tr>
</tbody>
</table>
**Figure 2.** Dynamic nomogram. Top: sliders that are used to enter data for age (standardized to 80 years) and white cell count (standardized to 10 x 10^9/L). Bottom: 4 imaginary scenarios, differing in BMI, creatinine, and lactate. The red, green, blue, and purple lines represent the following values for BMI, creatinine, and lactate, respectively: 25 kg/m^2, 80 µmol/L, 1.5; 15 kg/m^2, 80 µmol/L, 1.5 mmol/L; 15 kg/m^2, 80 µmol/L, 4 mmol/L; and 15 kg/m^2, 140 µmol/L, 4 mmol/L. The dynamic nomogram is available on our website [16].

**Discussion**

**Principal Findings**

We provide proof of concept of a simple, dynamic digital nomogram created in R and Shiny that shows individual survival with the 95% CI after hip fracture surgery. The nomogram offers an easy, intuitive means of interpreting complicated models. Our models showed good discrimination and calibration. Lactate, creatinine, age, and BMI emerged as important predictors of mortality in all models.

**Comparison to Prior Work**

Our data are consistent with previous studies demonstrating an association between higher serum lactate and mortality following hip fracture [18-20]. For example, we found that a rise in plasma lactate from 2 to 3 mmol/L increased the hazard ratio by >25%. Unlike previous studies, we did not arbitrarily define raised lactate as a level >2.5 mmol/L [21] or 3.0 mmol/L [18,20]. In fact, our nonlinear modeling of continuous lactate data showed an early, steep rise in the risk of mortality from 1 mmol/L. This has implications for clinical practice. It suggests that a lower-than-anticipated lactate level has an impact on short-term and long-term mortality and the need for early resuscitation. However, we are not aware of any randomized controlled trials that have examined fluid resuscitation in patients presenting with hip fracture. An association between prolonged lactate clearance and mortality may occur in the surgical intensive care unit.
Nonlinear modeling of our creatinine data also showed an early, steep rise in the risk of mortality. For example, a rise in plasma creatinine from 60 to 90 µmol/L more than doubled the risk of death. Once more, this demonstrates that changes just outside the normal physiological range may profoundly impact outcomes; clinicians should take note of such changes, rather than wait for grossly deranged blood results.

Our models also revealed that there was an inverse association of outcome with BMI [23,24] and that frailty and muscle mass had a significant long-term negative impact on survival after hip fracture surgery. For example, a reduction in BMI from 25 to 20 kg/m² increased the hazard ratio by approximately one-third. Unlike other studies, we failed to show a significant effect of anemia. This probably reflects changes in patient blood management strategies since initial studies into this association were published [2,3]. Surprisingly, we showed an inverse relationship between age and outcome, in contrast to many other models [12,25,26]. This reflects increased comorbidities in our younger population, limiting the applicability of our model to other populations. Nevertheless, for comparison, we applied the Nottingham Hip Fracture Score to our data. Surprisingly, the Nottingham score showed much poorer discrimination compared to our dataset, with an AUROC <0.61 and a lack of statistical significance for 30-day predictions of mortality.

Strengths and Limitations

Our study had 3 key strengths. First, rather than just focus on 30-day mortality, we observed our patients for 12 months in order to obtain a detailed temporal overview of outcomes after hip fracture surgery. Most models, in contrast, focus on measurement of 30-day mortality [4,7,9-12] and tend to reflect events during hospital stay. By contrast, the Nottingham Hip Fracture Score predicts 1-year mortality [13], but it divides patients according to a binary low risk/high risk classification based on a cut-off score.

Second, we used modeling techniques available in R. The nonlinearity of creatinine and the interaction with lactate justified our application of restricted cubic splines to continuous data. Although this allocated 3 degrees of freedom to continuous variables, this technique improved the accuracy of the model. We also used bootstrapping to validate our model. The advantage of bootstrapping is that the entire dataset can be used, unlike data splitting, which reduces the sample size for both model development and testing. Variable selection or stopping rules were not used, because these methods provide regression coefficients that are too high and confidence intervals that are too small. Neural networks, such as support vector machines, naive Bayes classifiers, and random forest classifiers, have been applied to hip fracture data sets, but were no better than logistic regression in predicting outcomes after surgery [27].

Third, our mortality was in line with national data. Mortality increased from 7.3% at 30 days to 28.6% at 365 days and allowed us to incorporate 5 variables with good calibration and validation.

A limitation of this study was insufficient data; we could not generate a model that incorporated all potential confounders. We suggest investigators capture data from the dimensions of risk recommended by Iezzoni [28], as these are most likely to explain variations in mortality. Such variables should not only include patient characteristics, recent health status, mental acuity, and quality of life, but also markers of acute clinical stability.

Future Directions

We present an example of our dynamic nomogram online [16] but emphasize that, based on our global model, predictions can be improved by recruiting more patients. While this study identifies important risk factors for mortality in hip fracture patients and robustly demonstrates a proof of concept for an app-based dynamic nomogram of individualized mortality risk, medical apps in the United Kingdom must be registered with the Medicines and Healthcare Products Regulatory Agency as Class 1 medical devices prior to any clinical use, which requires prospective registration of data gathering. Our app is not registered and should not be used to guide specific patient treatment; the prototype app provided online is for educational purposes and to inform future research. As such, validation against a larger patient population is needed to validate the model and support a future application for Medicines and Healthcare Products Regulatory Agency device registration.

Conclusion

We developed a dynamic nomogram for prediction of survival using Shiny that presents a Cox proportional hazards model and logistic and binomial models in an easy, intuitive, and interpretable format. All models identified lactate and creatinine levels at admission as independent predictors of mortality. Although our relatively small numbers limit external application at this time, our findings nevertheless show that acute hemodynamic changes drive mortality not just in the first 30 days, but also up to 1 year after operation.
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Abstract

Background: With respect to patients with head and neck squamous cell carcinoma (HNSCC), posttreatment surveillance for distant disease has mostly focused on the lungs, as HNSCC distant metastasis occurs in this organ in 90% of HNSCC cases. Additionally, the incidence rate of primary tumors in the lungs is high due to the field cancerization of the entire upper aerodigestive tract.

Objective: Our cross-sectional survey study aims to evaluate the current beliefs and pulmonary screening practices of otolaryngology–head and neck surgeons across Saudi Arabia with respect to the posttreatment surveillance of HNSCC.

Methods: This nationwide cross-sectional survey was conducted among head and neck surgeon members of the Saudi Society of Otolaryngology from June 1 to June 30, 2020. A predesigned questionnaire was used for data collection, and a descriptive analysis was carried out.

Results: This study included 22 participants and had a 78% (22/28) response rate. This study found that the majority of participants (9/22, 41%) used lung radiography for routine lung screening during posttreatment follow-ups, whereas 32% (7/22) used low-dose computed tomography (CT; 7/22, 32%). With regard to the number of years for which participants perform lung screening during follow-ups, the majority of participants (17/22, 77%) reported 5 years, and only 9% (2/22) have performed lifelong lung screening. With regard to the frequency of lung screening, 77% (17/22) of participants conduct screening annually, 18% (4/22) conduct screening half-yearly, and 5% (1/22) conduct screening biennially. With regard to beliefs about the effectiveness of screening procedures in reducing lung cancer mortality rates during follow-ups, 36% (8/22) of participants believed them to be very effective or somewhat effective, 18% (4/22) did not know, and only 9% (2/22) believed that they were not effective.

Conclusions: The participants mainly used lung radiography (9/22, 41%), low-dose CT (7/22, 32%), or positron emission tomography/CT (6/22, 27%) as a routine lung screening method during the posttreatment follow-up of patients with head and neck cancer for 5 years (17/22, 77%) or 10 years (3/22, 14%), and only a small percentage of participants have performed lifelong lung screening (2/22, 9%). Lung screening was mostly conducted annually or half-yearly. Such screening was believed to be very effective or somewhat effective.
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Introduction

Distant head and neck squamous cell carcinoma (HNSCC) metastases are discovered at various sites, but they most often occur in the lungs (66%-83% of HNSCC cases) and commonly occur in bones (22%-31% of HNSCC cases) and in the liver (6%-10% of HNSCC cases) [1]. The reported prevalence rates of HNSCC metastases in different clinical studies vary from 4% to 26%, and those reported in postmortem research vary from 37% to 57% [2].

There are many variables that impact the growth of distant metastases, such as the primary site, histological differentiation, patients’ immunological abilities, advanced tumor stages, locoregional primary tumor control, and the extracapsular metastasis of the lymph nodes [3].

Metastasis is the natural evolution of primary tumors in patients with advanced HNSCCs who are not undergoing locoregional primary tumor control. Both distant metastases and secondary primary carcinomas may grow over time in curatively treated patients. This patient group may benefit from undergoing follow-ups after receiving therapy for the main HNSCC if the secondary cancer has been cured [4].

Screening for distant metastases and secondary primary tumors in the lungs is helpful, as it allows clinicians to make prognoses and allows for adapted patient counseling. Further, such screening has a beneficial effect on the prognoses of patients when it results in the early detection of distant metastases and secondary primary tumors [5].

Pulmonary follow-ups for secondary lesion identification can be performed in many ways, including via chest x-rays, computed tomography (CT) scans, positron emission tomography (PET) scans, bronchoscopy, brushes, and cytology [6].

A relatively recent field of research is the design of follow-up programs. Posttreatment follow-ups have been acquiring importance in clinical settings. The optimal form of surveillance is not clear, and there is a lack of data on the cost-effectiveness of rigorous monitoring. Despite the different timing protocols and the different modalities that are used among clinicians, the common denominator is the objective of promptly detecting and treating recurrent diseases as well as secondary primaries. Nowadays, multi-professional teams with skills in treatment toxicity management and prevention conduct follow-ups. The current follow-up methods include full head and neck clinical examination and structural examination [7-9].

In a previous study that was conducted by otolaryngology–head and neck surgeons, 26 out of 32 participants performed routine pulmonary screening, and of these 26 participants, 23 (88%) believed that chest radiography should be the preferred screening method. Most participants thought that mortality could be beneficially affected by lung screening. The most preferred modality for screening symptomatic patients was low-dose spiral CT (48%), followed by PET/CT (14%) and sputum cytology (14%). Additionally, 31% of respondents performed a chest x-ray for high-risk asymptomatic patients (current smokers, patients exposed to radiation, patients with a family history of cancer, and patients with advanced HNSCC). The same percentage of respondents conducted low-dose CT, while 19% relied on PET scans. Further, 19% of respondents did not screen any high-risk patients. Most respondents (77%) had more than 10 years of medical practice since graduating from medical school in the provinces of Quebec, Ontario, and Alberta [10].

Our cross-sectional survey study aimed to evaluate the current beliefs and pulmonary screening practices of otolaryngology–head and neck surgeons across Saudi Arabia with respect to the posttreatment surveillance of HNSCC. In this study, the findings of our survey were compared to the most recent data from the literature.

Methods

Study Design, Duration, and Participants
We used an analytical cross-sectional study design and collected data during the period from June 1 to June 30, 2020. Head and neck surgeon members of the Saudi Society of Otolaryngology in Saudi Arabia were surveyed in this study.

Inclusion and Exclusion Criteria
All head and neck surgeons of the Saudi Society of Otolaryngology who worked in Saudi Arabia hospitals and consented to participate in this study were included. There were no exclusion criteria.

Sample Size
The total sample consisted of all head and neck surgeons of the Saudi Society of Otolaryngology in Saudi Arabia. A total of 22 participants were included in this study.

Study Procedures
We adapted a questionnaire that consisted of 6 questions regarding actual practices and was previously designed and reviewed by Madana et al [10]. The questionnaire was used after obtaining permission from the main author. The questions inquired about the characteristics of routine lung screening during the posttreatment follow-up of patients with head and neck cancer [10]. The questionnaire was distributed to all head and neck surgeons of the Saudi Society of Otolaryngology in Saudi Arabia. No translation was needed, as the distributed form was written in the English language.

Data Management and Statistical Analysis
We used SPSS version 26 (IBM Corporation) to analyze the study data. Descriptive statistics were used to present the frequencies and percentages of the categorical variables.

Ethical Considerations
We prepared an informed consent form for the participants and gave them a brief description of this study’s rationale and objectives. Afterward, we asked them to sign the consent form.
The anonymity and confidentiality of data were maintained throughout the study. Records were retained in a password-protected computer, and they will be retained for at least 7 years. There were no conflicts of interest. The study was approved by the Unit of Biomedical Ethics Research Committee at King Abdulaziz University.

**Results**

With regard to the methods of routine lung screening that were used during the posttreatment follow-up of patients with head and neck cancer, our study found that the majority of participants (9/22, 41%) used lung radiography, whereas 32% (7/22) used low-dose CT and 27% (6/22) used PET/CT. With regard to the number of years for which physicians perform lung screening for head and neck cancer during follow-ups, the majority of participants (17/22, 77%) reported 5 years and 14% (3/22) reported 10 years; only 9% (2/22) have performed lifelong lung screening. With regard to the frequency of lung screening, 77% (17/22) of participants conduct screening annually, 18% (4/22) conduct screening half-yearly, and 5% (1/22) conduct screening biennially. With regard to the believed effectiveness of the screening procedures (ie, those listed in question 1) in reducing lung cancer mortality rates during the follow-up of patients with head and neck cancer, 36% (8/22) of participants believed them to be very effective or somewhat effective, 18% (4/22) did not know, and only 9% (2/22) believed that they were not effective (Table 1).
Table 1. Characteristics of routine lung screening during the posttreatment follow-up of patients with head and neck cancer (respondents: N=22).

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Respondents, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Methods of routine lung screening during the posttreatment follow-up of patients with head and neck cancer</strong></td>
<td></td>
</tr>
<tr>
<td>Low-dose computed tomography</td>
<td>7 (32)</td>
</tr>
<tr>
<td>Lung radiography</td>
<td>9 (41)</td>
</tr>
<tr>
<td>Positron emission tomography/computed tomography</td>
<td>6 (27)</td>
</tr>
<tr>
<td><strong>Types of patients with head and neck cancer who underwent routine lung screening during posttreatment follow-ups</strong></td>
<td></td>
</tr>
<tr>
<td>All patients</td>
<td>9 (41)</td>
</tr>
<tr>
<td>Only high-risk patients (smokers, patients exposed to radiation, patients with a family history of cancer, and patients with advanced HNSCC&lt;sup&gt;a&lt;/sup&gt;)</td>
<td>9 (41)</td>
</tr>
<tr>
<td>Only symptomatic patients</td>
<td>4 (18)</td>
</tr>
<tr>
<td><strong>Number of years for which physicians perform lung screening for head and neck cancer during follow-ups</strong></td>
<td></td>
</tr>
<tr>
<td>10 years</td>
<td>3 (14)</td>
</tr>
<tr>
<td>5 years</td>
<td>17 (77)</td>
</tr>
<tr>
<td>Lifelong</td>
<td>2 (9)</td>
</tr>
<tr>
<td><strong>Physicians' frequency of conducting lung screening for head and neck cancer during follow-ups</strong></td>
<td></td>
</tr>
<tr>
<td>Annually</td>
<td>17 (77)</td>
</tr>
<tr>
<td>Biennially</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Half-yearly</td>
<td>4 (18)</td>
</tr>
<tr>
<td><strong>Believed effectiveness of the screening procedures (ie, those listed in question 1) in reducing lung cancer mortality rates during the follow-up of patients with head and neck cancer</strong></td>
<td></td>
</tr>
<tr>
<td>Did not know</td>
<td>4 (18)</td>
</tr>
<tr>
<td>Not effective</td>
<td>2 (9)</td>
</tr>
<tr>
<td>Somewhat effective</td>
<td>8 (36)</td>
</tr>
<tr>
<td>Very effective</td>
<td>8 (36)</td>
</tr>
<tr>
<td><strong>Have any of the patients during the past 12 months inquired about lung screening?</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>11 (50)</td>
</tr>
<tr>
<td>Yes</td>
<td>11 (50)</td>
</tr>
<tr>
<td><strong>Number of years of clinical head and neck practice and number of years since graduation from medical school</strong></td>
<td></td>
</tr>
<tr>
<td>0-5</td>
<td>1 (5)</td>
</tr>
<tr>
<td>11-20</td>
<td>9 (41)</td>
</tr>
<tr>
<td>6-10</td>
<td>6 (27)</td>
</tr>
<tr>
<td>&gt;20</td>
<td>6 (27)</td>
</tr>
<tr>
<td><strong>Practicing census region</strong></td>
<td></td>
</tr>
<tr>
<td>Asir</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Dammam</td>
<td>2 (9)</td>
</tr>
<tr>
<td>Jeddah</td>
<td>8 (36)</td>
</tr>
<tr>
<td>Jazan</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Mecca</td>
<td>2 (9)</td>
</tr>
<tr>
<td>Riyadh</td>
<td>7 (32)</td>
</tr>
<tr>
<td>Ta’if</td>
<td>1 (5)</td>
</tr>
<tr>
<td><strong>Patient volume during a typical week of head and neck practice (number of patients/week)</strong></td>
<td></td>
</tr>
<tr>
<td>20-50</td>
<td>11 (50)</td>
</tr>
<tr>
<td>50-75</td>
<td>3 (14)</td>
</tr>
</tbody>
</table>
Diagnosed with pulmonary cancer [20]. Thus, the most recent proven to be a poor method for diagnosing lung tumors in more decision to make since, in another study, radiography was Depending on radiography however cannot be the correct modality’s low specificity. The overdiagnosis of lung cancer after the treatment of head and neck cancer may be the prefer to avoid low-dose CT in follow-ups that are conducted suggests using the same method [18]. The reason why physicians present guidelines of the US Preventive Services Task Force lung cancer screening is low-dose CT [17]. Additionally, the Control and Prevention, the most recommended method for modalities, but further research is needed to show improvements however that PET/CT may be the most sensitive of these investigational modalities each have their own set of advantages and disadvantages [16]. Similar to our results, another study, which was conducted by the Canadian Society of Otolaryngology to evaluate head and neck surgeons, reported that the majority of respondents performed routine lung screening and preferred chest radiography over low-dose CT or PET [10]. There is evidence however that PET/CT may be the most sensitive of these modalities, but further research is needed to show improvements in patient outcomes [16]. According to the Centers for Disease Control and Prevention, the most recommended method for lung cancer screening is low-dose CT [17]. Additionally, the present guidelines of the US Preventive Services Task Force suggest using the same method [18]. The reason why physicians prefer to avoid low-dose CT in follow-ups that are conducted after the treatment of head and neck cancer may be the modality’s low specificity. The overdiagnosis of lung cancer was reported in more than 18% of cancer cases during the screening process of the National Lung Screening Trial [19]. Depending on radiography however cannot be the correct decision to make since, in another study, radiography was proven to be a poor method for diagnosing lung tumors in more than 65% of patients with cancer, and these patients were later diagnosed with pulmonary cancer [20]. Thus, the most recent findings among physicians must be disseminated more frequently.

With regard to the number of years for which participants perform lung screening during follow-ups, the majority of participants (17/22, 77%) reported 5 years, and only 9% (2/22) have performed lifelong lung screening. The study conducted in Canada found that 60% of their respondents conduct lung screening for 5 years, some of their respondents conduct lifelong lung screening, and the fewest number of participants conduct lung screening for 10 years [10]. This difference in the number of years for which physicians perform lung screening can be attributed to the variations in the current evidence concerning the posttreatment follow-up of patients with head and neck cancer; some studies have suggested that physicians should continue to conduct follow-ups once per year after 5 posttreatment years [21]. However, there is little evidence that supports the effectiveness of conducting follow-ups for more than 5 years [22]. The British Association of Head and Neck Oncologists [23] recommends 4- to 6-week follow-up visits for the first 2 years after treatment, 3-month follow-up visits for the third posttreatment year, 6-month follow-up visits for the fourth and fifth posttreatment years, and annual visits after that. With regard to the frequency of lung screening, in our study, the majority of participants (17/22, 77%) conduct screening annually, 18% (4/22) conduct screening half-yearly, and 5% (1/22) conduct screening biennially.

The Canadian study reported that most respondents were screening their patients annually, while less than 15% screened patients biennially or half-yearly [10]. Variations in the number of follow-up visits have also been evident in the guidelines present in the literature and can account for the differences between Canada and Saudi Arabia, since clinicians from different countries can follow different guidelines [9]. The Saudi head and neck surgeons in our study stated that conducting scheduled visits is also the best way to provide adequate follow-ups to patients with HNSCC, since these follow-ups address many concerns and not just the early detection of recurrence or secondary primaries.

Strengths and Limitations

To date, no study has been conducted in Saudi Arabia to analyze the current practices of head and neck surgeons with respect to detecting post-HNSCC pulmonary metastasis. Our study provides a highly comprehensive view of current practices, given that all certified head and neck surgeons of the Saudi Society of Otolaryngology in Saudi Arabia participated in this study. Despite its exploratory nature, this study offers some insight into the lack of evidence-based practices for the posttreatment pulmonary surveillance of HNSCC. Conducting well-controlled trials to evaluate different modalities of...
surveillance for different subtypes and stages of HNSCC would shed light on the survival rates associated with and the cost-effectiveness of these modalities. However, we are limited by the cross-sectional nature of this study. We are also limited by the lack of literature on this topic and, hence, our inability to obtain enough confidence in our results.

Conclusion and Recommendations
The participants mainly used lung radiography (9/22, 41%), low-dose CT (7/22, 32%), or PET/CT (6/22, 27%) as a routine lung screening method during the posttreatment follow-up of patients with head and neck cancer for 5 years (17/22, 77%) or 10 years (3/22, 14%), and only a small percentage of participants have performed lifelong lung screening (2/22, 9%). Lung screening was mostly conducted annually or half-yearly. Such screening was believed to be very effective or somewhat effective. However, controversy still exists due to the lack of evidence-based protocols worldwide. Therefore, future research should explore the importance of this subject by using a more comprehensive methodology and enrolling patients with HNSCC in comparative studies. We also recommend conducting further follow-up studies to obtain more knowledge on the effects of the positions that physicians hold.
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Abstract

Background: Shock wave lithotripsy (SWL), ureteroscopy, and percutaneous nephrolithotomy are established treatments for renal stones. Historically, SWL has been a predominant and commonly used procedure for treating upper tract renal stones smaller than 20 mm in diameter due to its noninvasive nature. However, the reported failure rate of SWL after one treatment session ranges from 30% to 89%. The failure rate can be reduced by identifying candidates likely to benefit from SWL and manage patients who are likely to fail SWL with other treatment modalities. This would enhance and optimize treatment results for SWL candidates.

Objective: We proposed to develop a machine learning model that can predict SWL outcomes to assist practitioners in the decision-making process when considering patients for stone treatment.

Methods: A data set including 58,349 SWL procedures performed during 31,569 patient visits for SWL to a single hospital between 1990 and 2016 was used to construct and validate the predictive model. The AdaBoost algorithm was applied to a data set with 17 predictive attributes related to patient demographics and stone characteristics, with success or failure as an outcome. The AdaBoost algorithm was also applied to a training data set. The generated model’s performance was compared to that of 5 other machine learning algorithms, namely C4.5 decision tree, naive Bayes, Bayesian network, K-nearest neighbors, and multilayer perceptron.

Results: The developed model was validated with a testing data set and performed significantly better than the models generated by the other 5 predictive algorithms. The sensitivity and specificity of the model were 0.875 and 0.653, respectively, while its positive predictive value was 0.7159 and negative predictive value was 0.839. The C-statistics of the receiver operating characteristic (ROC) analysis was 0.843, which reflects an excellent test.

Conclusions: We have developed a rigorous machine learning model to assist physicians and decision-makers to choose patients with renal stones who are most likely to have successful SWL treatment based on their demographics and stone characteristics. The proposed machine learning model can assist physicians and decision-makers in planning for SWL treatment and allow for more effective use of limited health care resources and improve patient prognoses.

**Introduction**

Urinary stone disease, also known as urolithiasis, is a disease that occurs when a solid particle of minerals and salts is formed inside the urinary tract. A recent systematic review suggests an increasing prevalence of urolithiasis in North America over the past 3 decades [1]. In Canada, urinary stone disease is prevalent with a lifetime risk of 10% among both men and women, whereas there is a 75% chance of recurrence in 20 years after initial treatment [2].

Historically, shock wave lithotripsy (SWL) has been the most used procedure for treating upper tract urolithiasis and stones smaller than 20 mm in diameter due to its noninvasive nature, lower cost, fewer side effects, and faster recovery [3,4].

In Ontario, Canada, SWL is a regionalized and limited resource. St. Michael’s Hospital in downtown Toronto is one of the only 3 centers in the province offering this service. Wait time to access SWL treatment in Canada ranges from 1 day to 1 year, with a mean wait time of 8.4 weeks in Ottawa and 8 weeks in Toronto [5]. Considering the intolerability of the pain associated with stone disease and long wait times, some patients opt for more invasive therapies such as ureteroscopy to gain access to faster treatment.

While SWL is the predominant treatment, the reported failure rate of SWL after the first session ranges from 30% to 89% [6-8]. The failure rate can be reduced significantly by identifying the candidates who are most likely to benefit from SWL, which would optimize treatment results for SWL candidates and allow for the most effective use of limited medical resources.

To identify the predictive factors of SWL outcome, several studies have focused on statistical analyses of patient characteristics using bivariate and/or multivariate analysis [4,9-11]. The advantage and strength of machine learning is its ability to synthesize complex combinations of various attributes [12,13]. Our objective for this study was to construct a robust machine learning model that can predict SWL results to assist practitioners in their decision-making.

**Methods**

**Ethics Approval**

This study received ethics approval from the Office of Research Ethics at York University (certificate number STU 2019-139) and St. Michael Research Ethics Board (approval number 16-167).

**Data Set**

We assessed a data set of patients aged ≥18 years receiving SWL treatment at St. Michael’s Hospital between 1998 and 2016. The data set comprised the records of 37,013 patients. We excluded the data of patients with special conditions (eg, staghorn calculi, horseshoe kidney, caliceal diverticula, duplex collecting systems, solitary kidneys, musculoskeletal deformities) and stones larger than 25 mm in diameter. The remaining data set consisted of 57,485 SWL procedures that were performed on 31,569 patients during this period, which were used as a training data set to build the model. Several factors can impact SWL treatment outcome, including stone location and age; the choice of the attributes was guided by input from clinical experts and a literature review [4,10,11,14]. We retained 17 attributes that were most relevant to SWL success and were available in our database (Table 1).
Table 1. Training set attributes and corresponding values.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kidney side</td>
<td>Left or right</td>
</tr>
<tr>
<td>Electrode used</td>
<td>Integer (1 to 3)</td>
</tr>
<tr>
<td>Stone treatment number</td>
<td>Integer</td>
</tr>
<tr>
<td>Number of shocks</td>
<td>Integer</td>
</tr>
<tr>
<td>Stone locations</td>
<td>Lower calyx, lower ureter, middle calyx, middle ureter, pelvis, upper calyx, upper ureter, ureterovesical junction, renal pelvis</td>
</tr>
<tr>
<td>Area of stone</td>
<td>Integer $(\text{mm}^2)$</td>
</tr>
<tr>
<td>Gender</td>
<td>Female or male</td>
</tr>
<tr>
<td>BMI</td>
<td>Real number $(\text{kg/m}^2)$</td>
</tr>
<tr>
<td>Age</td>
<td>18-95</td>
</tr>
<tr>
<td>Number of stones</td>
<td>Integer</td>
</tr>
<tr>
<td>Family history</td>
<td>True or false</td>
</tr>
<tr>
<td>Asymptomatic</td>
<td>True or false</td>
</tr>
<tr>
<td>Stent insertion</td>
<td>True or false</td>
</tr>
<tr>
<td>Shock frequency</td>
<td>120, 90, 60</td>
</tr>
<tr>
<td>Antibiotic</td>
<td>True or false</td>
</tr>
<tr>
<td>Shock maximum voltage</td>
<td>Integer</td>
</tr>
<tr>
<td>Lithotripter models</td>
<td>Dornier MFL 5000, Philips LithoTron, Storz Modulith SLX-F2</td>
</tr>
<tr>
<td>Outcome</td>
<td>Success or failure</td>
</tr>
</tbody>
</table>

Defining Success and Failure of SWL on the Training Data Set

The failure or success of SWL in the training data set was based on whether there was a retreatment plan for the same patient and same stone within 90 days after initial treatment or not. The effectiveness of the lithotripter machine was measured by success rates on the training set.

Ensemble Learning Technique

To predict the treatment outcome for SWL candidates, we used the AdaBoost algorithm based on the ensemble learning method, a machine learning technique that combines several base classifiers in various formats to produce a more robust and optimal classification model. Compared to other conventional machine learning algorithms, ensemble learning techniques are more stable, faster, simpler, and easier to program [15-19].

AdaBoost combines multiple weak classifiers that are sequentially applied to the data set. In each iteration, after the weak classifier is called, misclassified item sets are detected and given higher weight to increase the emphasis of the weak classifier on them in the next round. The final classification model is then generated as a linear combination of these weak classifiers with their assigned weights as their coefficient [19]. We used 10-fold cross-validation for AdaBoost.

Performance Evaluation

To compare AdaBoost’s performance to that of other classifiers, we used 5 classification algorithms to predict SWL failure (retreatment required <3 months), namely C4.5, naïve Bayes, Bayesian network, K-nearest neighbors, and multilayer perceptron, and used $t$ tests to perform pairwise comparisons of the performance of the AdaBoost algorithm against that of the other 5 classification models. The measurements used to determine the models’ performance were sensitivity, specificity, positive predictive value (PPV), negative predictive value (NPV) [20], accuracy, F1 score [14,21], and Matthews correlation coefficient [22]. Machine learning was performed using WEKA (version 3.9; University of Waikato) [23]. We used 10-fold cross-validation for performance evaluation.

Generalizability of the Model

Classifiers were assessed for generalizability using the testing data set of 864 patients who had their preoperative and postoperative follow-ups conducted at the same center, and whose SWL procedure success and failure was determined by computed tomography (CT) scan of patients 3 months after the initial therapy. The testing data set was not included in the training set used to build the model. We employed the undersampling technique to resolve the imbalance in data by removing random examples from the majority class. SpreadSubsample was the Java class implemented for subsampling the original training set. We matched the ratio of success to failure in the testing set to the ratio observed in our testing set, which was 40% to 60%.
Results

The AdaBoost Model

A total of 30 iterations were used for the AdaBoost model. Although increasing the number of iterations usually increases the accuracy of the model, we ceased adding more iterations to the model to avoid overfitting.

Research has shown that applying the boosting method to any weak classifier can drastically enhance the accuracy of the classification model [24]. Indeed, the accuracy of applying the base learner (Decision Stump) alone on our data set was 67.8%. However, with the ensemble method, we could boost this accuracy by 9% to 76.38%, which demonstrates the superiority of the boosting method.

Model Performance

Table 2 shows the comparison of the AdaBoost model against the other 5 classification techniques in terms of 4 different performance measurements. AdaBoost performed significantly better than all 5 other classifiers on all performance measures.

Table 2. Performance comparison of AdaBoost against 5 other classifiers.

<table>
<thead>
<tr>
<th>Measurement</th>
<th>AdaBoostM1</th>
<th>C4.5</th>
<th>Naïve Bayes</th>
<th>Multilayer perceptron</th>
<th>Bayesian network</th>
<th>KNN⁵</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>77.59</td>
<td>75.26b</td>
<td>75.82b</td>
<td>69.11b</td>
<td>76.49b</td>
<td>57.52b</td>
</tr>
<tr>
<td>MCC¹</td>
<td>0.53</td>
<td>0.46b</td>
<td>0.47b</td>
<td>0.34b</td>
<td>0.49b</td>
<td>0.09b</td>
</tr>
<tr>
<td>F1 score</td>
<td>0.84</td>
<td>0.82b</td>
<td>0.83b</td>
<td>0.76b</td>
<td>0.83b</td>
<td>0.66b</td>
</tr>
<tr>
<td>Area under ROC⁶</td>
<td>0.80</td>
<td>0.74b</td>
<td>0.75b</td>
<td>0.74b</td>
<td>0.78b</td>
<td>0.54b</td>
</tr>
</tbody>
</table>

⁵KNN: K-nearest neighbors.
⁶Statistically significant.
⁷MCC: Matthews correlation coefficient.
⁸ROC: receiver operating characteristic.

The sensitivity of the model was 0.875 (ie, 87.5% of all patients with successful SWL treatment were correctly identified by our model). On the other hand, the specificity was 0.6528 (ie, 65.3% of all patients with failed SWL treatment were correctly identified by our model).

Furthermore, the PPV (ie, the probability that subjects with a success prediction truly succeeded in the treatment) was 0.7159. Meanwhile, the NPV (ie, the probability that subjects with a failure prediction have truly failed the treatment) was 0.839.

Finally, we measured the correlation between the attributes and the class; the top 5 contributors detected were the number of stones, the area of the stone, the stone treatment number, the lithotripter machine, and the patient’s age.

Discussion

Principal Findings

Our goal was to evaluate the ability of machine learning techniques to assist in effective decision-making for the treatment of urolithiasis with SWL by accurately predicting the SWL results. We have shown that AdaBoost provided superior prediction ability compared to 5 other classification techniques.

The AUC (area under the ROC [receiver operating characteristic] curve or C-statistic) of the ROC analysis for our prediction model was 0.843, which reflects an excellent test (a C-statistic value of 0.8-0.89 indicates an excellent test, 0.7-0.79 indicates a good test, and 0.51-0.69 indicates a poor test) [25].

The model had high sensitivity and medium specificity. Given that we are interested in identifying the patients for whom SWL has a low chance of success to plan for alternative procedures, the NPV of 0.839 demonstrated that the model can predict with high probability if a subject will fail the treatment. Considering how scarce and expensive health care resources are, it is important to allocate those limited resources appropriately [26,27]; our model allows for appropriate allocation by informing physicians about patients who are not likely to benefit from SWL.

Recently, Choo et al [28] developed a decision tree algorithm C 5.0 for the same purpose of predicting treatment outcomes for SWL, including 15 predictive attributes on only 791 patients. Although their model had high accuracy (92.3%), some of its branches included fewer than 10 patients each. Considering that our AdaBoost-based model outperformed the decision tree algorithm in all performance measurements, we can expect it to yield better accuracy if other predictive attributes (ie, skin-to-stone distance, stone Hounsfield unit, creatinine level, stone composition, etc [3,4]) were included in the data set in a future study.

Our results show that the 3 different models of lithotripters did not significantly change the SWL treatment success rate (P=.81). This finding suggests that frequently upgrading the technology of SWL machines does not necessarily result in a better outcome, whereas optimizing patient and stone selection is a more important factor in predicting the outcome of the SWL.

Limitations

A limitation of this study was the lack of follow-up data for some of the patients enrolled. As a result, a treatment’s failure was defined only based on having retreatment of a stone in the same center (St. Michael’s Hospital) within 3 months of the initial SWL. However, to overcome this limitation and test the robustness of our model, we used 864 records that included only patients who had their complete preoperative and...
postoperative follow-ups conducted at St. Michael’s Hospital. This subset of the data set was not used for training the model. The follow-up data, the stone-free rate, and the success of treatment for these patients were assessed based on the follow-up CT scan administered at St. Michael’s Hospital 3 months after the initial SWL.

Another limitation is that some attributes that have been shown to be predictive of SWL outcome in recent studies, such as stone density, skin-to-stone distance, and stone composition [10], were not available in our database since these data points were not known or collected 20 years ago.

Conclusion
We built a machine learning model to assist physicians and decision-makers to choose the best treatment option for SWL candidates based on their demographics and stone characteristics, which can result in improved prognoses. The model was generated based on the AdaBoost algorithm.

A pairwise comparison was performed between the AdaBoost classifier and 5 other classification techniques in terms of their accuracy, Matthews correlation coefficient, area under the ROC curve, and root mean squared error. The findings of these comparisons suggest the superiority of AdaBoost compared to those algorithms.

We aim to explore several meaningful research directions in the future. First, we will develop new models and architectures that are more robust and efficient by utilizing deep learning techniques. Second, our proposed ensemble learning approach can be applied to more comprehensive databases for more applications to ascertain the applicability of the model [29-32].
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Abstract

Background: Recent studies have investigated the potential of treatments that modify the gut microbiome, such as fecal microbiota transplantation and probiotics, in individuals with psychiatric illnesses.

Objective: The aim of this study was to investigate the safety, tolerability, and efficacy of a novel gut microbiome therapeutic, Microbial Ecosystem Therapeutic-2 (MET-2), in people with depression and anxiety.

Methods: In this phase 1, open-label trial, 12 adults diagnosed with major depressive disorder, generalized anxiety disorder, or both were recruited. Over 8 weeks, participants consumed three capsules per day, orally, of an encapsulated microbial therapeutic (MET-2), which contained 40 strains of bacteria that were purified and lab-grown from the stool of a single healthy donor. Participants were assessed biweekly using clinical scales and questionnaires in order to evaluate the safety, efficacy, and tolerability of the therapeutic.

Results: The therapeutic was found to be generally safe and tolerable, with limited adverse events and side effects and no serious adverse events. Of the 12 individuals included in this study, 9 (75%) responded to treatment (50% improvement in Montgomery-Asberg Depression Rating Scale [MADRS] scores, 7-item Generalized Anxiety Disorder scale [GAD-7] scores, or both, from baseline to the week-8 visit). Over the course of 10 weeks, MET-2 significantly decreased mean MADRS and GAD-7 scores (MADRS: $F_{2,731} = 8.784$, $P < .001$; GAD-7: $F_{2,778} = 9.638$, $P < .001$). Multiple comparisons with Bonferroni adjustments showed a significant reduction in MADRS scores from baseline (mean 19.00, SD 4.843) to week 6 (mean 11.25, SD 8.001; $P = .009$), week 8 (mean 8.667, SD 8.732; $P = .002$), and week 10 (mean 8.250, SD 9.304; $P = .006$). Multiple comparisons showed a significant reduction in GAD-7 scores from baseline (mean 13.58, SD 5.096) to week 4 (mean 9.167, SD 5.096; $P = .03$), week 6 (mean 7.667, SD 4.539; $P = .004$), week 8 (mean 7.333, SD 6.583; $P = .03$), and week 10 (mean 7.500, SD 6.448; $P = .03$).

Conclusions: The findings from this study are the first to provide evidence for the role of microbial ecosystem therapy in treating depression and anxiety. However, a double-blind, randomized controlled trial with a larger sample size is needed for more conclusive results.

Trial Registration: ClinicalTrials.gov NCT04052451; https://www.clinicaltrials.gov/ct2/show/NCT04052451

International Registered Report Identifier (IRRID): RR2-10.2196/17223
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**Introduction**

Major depressive disorder (MDD) is highly prevalent, affecting over 264 million people of all ages globally [1], and associated with high societal and personal burden. MDD is characterized by persistent depressed mood, loss of interest or pleasure and symptoms that cause clinically significant distress or impairment, or both [2]. MDD is often comorbid with other mental and physical illnesses, such as generalized anxiety disorder (GAD) [3]. GAD is characterized by excessive anxiety and worry about life circumstances, such as work, school, and relationships, among others [4], and has a lifetime prevalence of 5% [3,5]. The psychological symptoms of these illnesses are often accompanied by physical symptoms, such as abdominal issues, pain, and poor sleep quality [6,7]. Though there are a variety of gold standard and novel treatment methods that target symptoms of depression and anxiety [8], the heterogeneity of these disorders has led to difficulty in research in the field of mood and anxiety disorders [9].

Recent research has been exploring the connections between mood and anxiety disorders and the gut microbiome. As such, the gut-brain axis (GBA), which consists of bidirectional signaling between the gastrointestinal (GI) tract and the brain [10], has become a novel target for treatment of mood and anxiety symptoms. Studies suggest that this improvement of depressive and anxiety symptoms and severity may be related to the recolonization of the GI tract with healthy bacteria [11].

The purpose of this study was to evaluate the safety, efficacy, and tolerability of a GBA treatment method known as Microbial Ecosystem Therapeutic-2 (MET-2). MET-2 comes in an encapsulated form and is composed of 40 purified strains of lyophilized bacteria from a healthy 25-year-old donor; this was chosen for its favorable safety profile. MET-2 was developed in response to the growing body of literature supporting the ameliorative effects of fecal microbiota transplantation (FMT) on symptoms of depression. FMT is a procedure used to recolonize a patient’s gut microbiota through the transplantation of feces from a donor to the recipient. A recent systematic review details the literature to date surrounding the safety, efficacy, and mechanisms of action for FMT [11]. Though FMT has been found to be effective in many cases, it is still an arduous, expensive, and invasive procedure. MET-2 provides an exciting alternative to FMT, with the possibility of conferring the same ameliorative properties with an easier and more tolerable mode of delivery. The objectives of this study were to assess the safety, tolerability, and efficacy of MET-2.

**Methods**

**Study Design and Ethics Approval**

This study was a 10-week, open-label, phase 1 clinical trial conducted out of Providence Care Hospital in Kingston, Ontario, Canada. This study was approved by the Health Science Regulatory Ethics Board of Queen’s University, Ontario, Canada, and all methods were performed in accordance with the Declaration of Helsinki. The protocol has been previously published [11,12]. This study was registered with ClinicalTrials.gov on August 9, 2019 (NCT04052451).

**Participants**

Inclusion criteria for participants were as follows: (1) aged 18 to 65 years; (2) a diagnosis of MDD, GAD, or both, using the Mini International Neuropsychiatric Interview (MINI); (3) and no current use of any antidepressant medications. Mood, anxiety, sleep, GI symptoms, and severity of illness were assessed at screening using the Montgomery-Asberg Depression Rating Scale (MADRS) and the 7-item Generalized Anxiety Disorder scale (GAD-7). A minimum score of 15 on the MADRS or 8 on the GAD-7 were also required for inclusion in the study. For the full set of inclusion, exclusion, and discontinuation criteria, as well as the detailed study design, see the previously published protocol [12]. Participants were recruited from the local community using posters and online advertisements. Signed written informed consent was obtained from all participants in this study for the collection of all forms of data.

**Intervention**

The investigational product in this study was MET-2: capsules composed of 40 purified strains of lyophilized bacteria from a healthy 25-year-old donor. MET-2 was developed by NuBiota in Guelph, Ontario, Canada. During the 8 weeks of treatment, all participants consumed three MET-2 capsules per day orally; each 0.5-g MET-2 capsule contains $3.2 \times 10^{10}$ colony-forming units. This was known as the maintenance dose. Additionally, a loading dose of 5 g of MET-2 was taken for 2 days immediately following baseline and week-2 visits for all participants and following the week-4 visit for nonresponders (ie, those lacking a reduction in MADRS or GAD-7 scores by 50% by this time point) [12]. Mood, anxiety, GI symptoms, and sleep quality were assessed at all biweekly treatment visits. At the week-10 follow-up, only mood and anxiety were assessed.

**Outcome Measures**

The clinical measures included the following: (1) the GAD-7 [13] to assess anxiety symptoms and severity, with scores ranging from 0 (no anxiety) to 21 (severe anxiety); (2) the MADRS [14] to assess depressive symptoms and severity, with scores ranging from 0 (no depression) to 60 (severe depression); (3) the Snith-Hamilton Pleasure Scale (SHAPS) [15] to assess anhedonia, with scores ranging from 0 (no anhedonia) to 14 (severe anhedonia); (4) the 16-item Quick Inventory of Depressive Symptomatology–Self-Report (QIDS-SR16) [16] to assess depressive symptoms, with scores ranging from 0 (no depression) to 27 (severe depression); (5) the Gastrointestinal Symptom Rating Scale (GSRS) [17] to assess GI symptoms, composed of five subscales—reflux, diarrhea, constipation, abdominal pain, and indigestion syndrome—with scores ranging from 1 (no discomfort) to 7 (severe discomfort); (6) the Pittsburgh Sleep Quality Index (PSQI) [18] to assess subjective sleep quality, with scores ranging from 0 (poor sleep quality) to 21 (good sleep quality); and (7) the Clinical Global Impressions-Severity scale (CGI-S) [19] to assess illness severity, with scores ranging from 0 (no illness) to 7 (severe illness).

Participants used a personal mood and symptom log to track any new symptoms that they have been experiencing since the beginning of treatment [20], assess the tolerability of treatment,
and keep track of their mood and sleep. Adverse events were assessed and recorded at all visits; they were categorized by frequency, severity, and causality. Only adverse events rated as a grade 2 or above were included in the analysis. Investigational product safety was assessed via recorded symptoms on the Toronto Side Effects Scale (TSES) [21-23], which is a 31-symptom scale with each symptom having a frequency and severity score ranging from 1 (never, no trouble) to 5 (every day, extreme trouble), respectively; the personal logs; and adverse events [12].

Statistical Analysis
Prism (version 8; GraphPad Software) was used to analyze all data from clinical measures obtained throughout the study and to create plots. A repeated-measures analysis of variance (ANOVA) was used to analyze changes in clinical measures from baseline to week 10. Paired *t* tests were used to compare the means of clinical measures at each time point to baseline. If a participant returned after a first course of treatment and later withdrew, their final clinical scores were projected to week 10.

Availability of Data and Materials
The data sets generated or analyzed during this study are not publicly available as of yet, but they are available from the corresponding author on reasonable request.

### Results

#### Study Population
The final study cohort consisted of 12 participants, 8 (67%) of whom were female, with a total mean age of 28.8 (SD 12.8) years. The participants were recruited from May 16 to November 7, 2019. The trial profile can be found in Figure S1 in Multimedia Appendix 1. A total of 21 participants were originally screened for the study; 7 (33%) were ineligible due to a lack of MDD or GAD diagnosis or presence of mania, as per the MINI. Out of the remaining 14 participants, 2 (14%) withdrew prior to the week-2 visit for personal reasons and were not included in the analysis. The study population was diverse, with ages ranging from 19 to 59 years and representation from four different ethnicities. Further demographic information can be found in Table 1. Out of 12 participants, 10 (83%) were diagnosed with both MDD and GAD; 6 of these 10 (60%) were currently experiencing a major depressive episode, with the remainder having experienced at least one major depressive episode in the past. The 2 remaining participants out of 12 (17%) had sole diagnoses of MDD or GAD, respectively. All participants were combined into one group for analysis due to the high comorbidity of the two psychiatric illnesses. Mean baseline MADRS and GAD-7 scores were 19.0 (SD 4.8) and 13.6 (SD 4.0), respectively.

#### Efficacy Measures
The principal efficacy measures used were the MADRS, GAD-7, and CGI-S. A one-way repeated-measures ANOVA showed significant reductions in mean MADRS scores between visits ($F_{2,731, \ 30.05}=8.784$, $P<.001$). Multiple comparisons with Bonferroni adjustments showed a significant reduction in MADRS scores from baseline (mean 19.00, SD 4.843) to week

### Table 1. Participant demographics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Participants (N=12), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>4 (33)</td>
</tr>
<tr>
<td>Female</td>
<td>8 (67)</td>
</tr>
<tr>
<td><strong>Diagnosis</strong></td>
<td></td>
</tr>
<tr>
<td>Major depressive disorder (MDD) only</td>
<td>1 (8)</td>
</tr>
<tr>
<td>Generalized anxiety disorder (GAD) only</td>
<td>1 (8)</td>
</tr>
<tr>
<td>MDD and GAD</td>
<td>10 (83)</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
</tr>
<tr>
<td>Caucasian</td>
<td>8 (67)</td>
</tr>
<tr>
<td>Chinese</td>
<td>2 (17)</td>
</tr>
<tr>
<td>Latin American</td>
<td>1 (8)</td>
</tr>
<tr>
<td>South Asian</td>
<td>1 (8)</td>
</tr>
<tr>
<td><strong>Education level</strong></td>
<td></td>
</tr>
<tr>
<td>High school graduate or some college</td>
<td>3 (25)</td>
</tr>
<tr>
<td>College or university degree</td>
<td>9 (75)</td>
</tr>
<tr>
<td><strong>Employment status</strong></td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td>7 (58)</td>
</tr>
<tr>
<td>Working</td>
<td>2 (17)</td>
</tr>
<tr>
<td>On leave or disability</td>
<td>3 (25)</td>
</tr>
</tbody>
</table>
6 (mean 11.25, SD 8.001; P=0.009), week 8 (mean 8.667, SD 8.732; P=0.002), and week 10 (mean 8.250, SD 9.304; P=0.006). There was a slight reduction in MADRS scores from baseline to week 2 (mean 14.67, SD 6.946; P=0.08) and week 4 (mean 13.42, SD 9.443; P=0.20); however, neither was significant. Additionally, 8 out of 12 (67%) participants were responders and improved by at least 50% in MADRS scores by week 8, of whom 7 (61%) remained responders by week 10. Of those who remained responders (n=7), 7 (10%) still worsened in mood symptoms, but not below 50% from baseline.

Similarly, results from the one-way repeated-measures ANOVA showed a significant reduction in mean GAD-7 scores (F\(_{2,778,30.55}=9.638, P<0.001\)). Multiple comparisons showed a significant reduction in GAD-7 scores from baseline (mean 13.58, SD 4.010) to week 4 (mean 9.167, SD 5.096; P=0.03), week 6 (mean 7.667, SD 4.539; P=0.004), week 8 (mean 7.333, SD 6.583; P=0.03), and week 10 (mean 7.500, SD 6.448; P=0.03). There was a slight reduction in GAD-7 scores from baseline to week 2 (mean 10.92, SD 4.542), which was not significant (P=0.51). Additionally, 7 out of 12 (58%) participants were responders, and 6 (50%) improved by at least 50% in GAD-7 scores by week 8, of whom 5 (83%) remained responders by week 10. Of those who remained responders (n=5), 1 (20%) still worsened in anxiety symptoms, but not below 50% from baseline. A significant reduction in mean CGI-S scores was seen (F\(_{2,833,31.17}=8.709, P<0.001\)) from baseline (mean 3.667, SD 0.7785) to week 6 (mean 2.667, SD 0.9847; P=0.006) and week 8 (mean 2.333, SD 1.073; P=0.001). Although a slight reduction was seen in CGI-S scores from baseline to week 2 (mean 3.250, SD 0.7538; P=0.26) and week 4 (mean 3.250, SD 0.9653; P=0.56), neither was significant.

Additional efficacy measures included the QIDS-SR16, SHAPS, and PSQI, three self-report measures evaluating depressive symptomology, anhedonia, and subjective sleep quality, respectively. QIDS-SR16 scores were found to be significantly reduced (F\(_{2,402,26.42}=7.111, P=0.002\)) from baseline (mean 12.42, SD 3.147) to week 6 (mean 7.333, SD 5.836; P=0.007) and week 8 (mean 6.750, SD 6.166; P=0.005). Reductions from baseline to week 2 (mean 11.17, SD 4.877; P=0.25) and week 4 (mean 8.667, SD 6.315; P=0.10) were not significant.

No significant reduction in mean SHAPS scores was found (F\(_{2,166,23.82}=0.9579, P=0.40\)) from baseline (mean 3.917, SD 3.988) to week 2 (mean 3.333, SD 3.651), week 4 (mean 2.917, SD 4.641), week 6 (mean 3.417, SD 4.358), or week 8 (mean 2.583, SD 3.919).

Results from tests of between-subject contrasts in a one-way repeated-measures ANOVA showed a significant reduction in mean PSQI scores (F\(_{2,547,28.02}=3.100, P=0.05\)). Multiple comparisons between PSQI scores at baseline (mean 9.333, SD 2.839) and week 2 (mean 8.500, SD 3.000), week 4 (mean 7.083, SD 3.988), and week 6 (mean 7.917, SD 3.450) were not significant, but there was significance between PSQI scores at baseline (mean 9.333, SD 2.839) and week 8 (mean 7.000, SD 3.838). Graphs showing the change in efficacy outcome measures over the course of the study can be found in Figures S2-S7 in Multimedia Appendix 1.

Safety and Tolerability Measures

A total of 11 adverse events and zero serious adverse events were reported by participants during the course of the study. The majority of these adverse events were declared unrelated to the investigational product by the participants’ family physicians, the principal investigator, or both. The most common adverse event was a stomachache, but this was reported multiple times by the same participant. Only one reported adverse event was considered to have a possible relationship to the study product: an instance of a stomachache rated level 2 with moderate pain. The full list of reported adverse events can be found in Table 2. As MET-2 is a therapeutic targeting the gut, its effect on GI symptoms was measured with the GSRS at five time points during the course of the study. One-way repeated-measures ANOVA showed no significant change in mean GSRS scores (F\(_{1,998,21.98}=1.451, P=0.26\)) from baseline (mean 1.871, SD 0.9754 ) to week 2 (mean 1.663, SD 0.5375), week 4 (mean 1.514, SD 0.5338), week 6 (mean 1.539, SD 0.6699), or week 8 (mean 1.514, SD 0.6273). A graph depicting the change in GSRS scores over the course of the study can be found in Figure S8 in Multimedia Appendix 1.

Side effect frequency and severity was measured using the TSES. A total of 31 side effects with an intensity greater than moderate pain. The full list of reported adverse events can be found in Table 3.
Table 2. Adverse events reported by participants.

<table>
<thead>
<tr>
<th>Adverse event</th>
<th>Incidence, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stomachache</td>
<td>3</td>
</tr>
<tr>
<td>Rash or black dots</td>
<td>1</td>
</tr>
<tr>
<td>Eye pain</td>
<td>1</td>
</tr>
<tr>
<td>Bloating</td>
<td>2</td>
</tr>
<tr>
<td>Diarrhea</td>
<td>1</td>
</tr>
<tr>
<td>Lower abdomen cramps</td>
<td>1</td>
</tr>
<tr>
<td>Itchy throat</td>
<td>1</td>
</tr>
<tr>
<td>Vomiting</td>
<td>1</td>
</tr>
<tr>
<td>Anxiety attack</td>
<td>1</td>
</tr>
<tr>
<td>Panicky feeling or jitters</td>
<td>1</td>
</tr>
<tr>
<td>Heart palpitations</td>
<td>2</td>
</tr>
<tr>
<td>Nightmares</td>
<td>1</td>
</tr>
<tr>
<td>Abdominal pain</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 3. Side effects with an intensity greater than 14, as measured by the Toronto Side Effects Scale (TSES).

<table>
<thead>
<tr>
<th>Side effecta</th>
<th>Incidence, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nervousness</td>
<td>5</td>
</tr>
<tr>
<td>Agitation</td>
<td>3</td>
</tr>
<tr>
<td>Tremor</td>
<td>2</td>
</tr>
<tr>
<td>Dyspepsia</td>
<td>1</td>
</tr>
<tr>
<td>Nausea</td>
<td>1</td>
</tr>
<tr>
<td>Diarrhea</td>
<td>1</td>
</tr>
<tr>
<td>Weakness or fatigue</td>
<td>3</td>
</tr>
<tr>
<td>Drowsiness</td>
<td>2</td>
</tr>
<tr>
<td>Increased sleep</td>
<td>1</td>
</tr>
<tr>
<td>Decreased sleep</td>
<td>1</td>
</tr>
<tr>
<td>Flushing</td>
<td>3</td>
</tr>
<tr>
<td>Headache</td>
<td>1</td>
</tr>
<tr>
<td>Dry mouth</td>
<td>1</td>
</tr>
<tr>
<td>Anorgasmia</td>
<td>1</td>
</tr>
<tr>
<td>Decreased libido</td>
<td>1</td>
</tr>
<tr>
<td>Delayed ejaculation</td>
<td>1</td>
</tr>
<tr>
<td>Impotence</td>
<td>1</td>
</tr>
<tr>
<td>Bloating</td>
<td>1</td>
</tr>
<tr>
<td>Heart palpitations</td>
<td>1</td>
</tr>
</tbody>
</table>

aEach symptom measured by the TSES had a frequency and severity score ranging from 1 (never, no trouble) to 5 (every day, extreme trouble), respectively.

Discussion

Principal Findings

In this study, MET-2, the novel gut microbiota–targeting treatment for symptoms of MDD and GAD, was found to be safe, generally tolerable, and efficacious. These findings are in line with what was expected, according to the literature to date regarding FMT, and suggest that gut microbiome manipulation can result in the alleviation of symptoms of a variety of psychiatric illnesses, including MDD and GAD. Preclinical research has found both the conferment of psychiatric symptoms through FMT from animals displaying behaviors related to
psychiatric illnesses to antibiotic-treated animals [24-27] and the amelioration of psychiatric symptoms after FMT from healthy animals to those displaying psychiatric symptoms [28,29]. Clinical research has found that the transfer of microbiota from a healthy donor to an ill recipient often results in the alleviation of psychiatric symptoms [11]. As MET-2 is a collection of bacteria cultured from the gut of a healthy human donor, it was suspected, and subsequently supported by this study, that treatment with MET-2 would result in symptom improvement similar to that seen in clinical FMT studies.

When comparing studies, MET-2 was found to be as safe as FMT, since both the FMT studies and this study reported relatively few adverse events that were deemed to be related to the treatment. When comparing the tolerability and burden to the patient, it is expected that MET-2 would be less of a burden, as FMT can be a rather arduous process, but further research would be needed to determine which treatment is more feasible.

Limitations
This study addresses some of the limitations in the literature around GBA treatments, such as fecal transplants, including safety, stigma, and labor costs. It also evaluates the use of a GBA treatment without other treatment interference, such as antidepressants or structured psychotherapy. The main limitation of this study, as with the reviewed clinical studies, was the small sample size and open-label design. The lack of large-scale, double-blind randomized controlled trials makes it difficult to determine efficacy and safety. The small sample size, in addition to the missing data, prevents large-scale analyses between parameters and may be the reason for the limited significance in the data, given the trends that were seen. Additionally, the lack of a placebo arm, in conjunction with the limited power in the sample size, suggests that the results may be merely due to the placebo effect or chance. That said, typically, the placebo effect is around 30% to 40% in psychiatric indications, and our study response was 75%, suggesting that it was unlikely to be a placebo effect. It also seems that the effects of MET-2 may begin to wear off after stopping treatment; however, given our study was only 10 weeks long and the follow-up period was only 2 weeks long, we cannot be certain at what point and rate the effects diminish. The follow-up period in future studies will need to be longer to determine if there is a need for maintenance therapy.

Further, given the nature of the study, participants were asked to come in every 2 weeks for an in-person visit, where, inevitably, they had an opportunity to open up about their mood and related symptoms, which could be therapeutic in and of itself. This could have contributed to the quick improvement in mood and anxiety symptoms.

Finally, though we looked to see whether participants may have had a diagnosis for an eating disorder or alcohol dependence, we did not ask how often these individuals were drinking or what their eating habits were. These components may have had an effect on the response to, or the transiency, of treatment.

Conclusions
In summary, our study has found MET-2 to be efficacious, as it significantly improved mood and anxiety symptoms in as early as 4 and 2 weeks of treatment, respectively. We found that 9 out of 12 (75%) participants had improved by at least 50% in their MADRS or GAD-7 scores from the start to the end of treatment. This improvement was seen in conjunction with limited side effects and a lack of serious adverse events.

With high individual variability in symptomatology and prognosis, high concentrations of comorbidity with other disorders, and genetic and environmental influences, progress in research in the treatment of psychiatric disorders has been challenging. Given the adaptable nature of the gut microbiome, it may be a good representation of the individual’s history and could explain differences in risk of illness, disease course, and response to treatment.

With the complicated heterogeneity of psychiatric disorders, finding one treatment that works for all patients is not achievable, especially given the range of factors that influence the disorder and treatment response. Our study has shown MET-2 to considerably improve mood and anxiety symptoms, with limited side effects. While the research in this field is far from complete, the potential of targeting the GBA using GBA treatments, such as FMT and MET-2, to alleviate symptoms of psychiatric illness is promising. That said, further large-scale research in exclusively psychiatric indications is needed to strengthen the evidence that gut repopulation treatments, specifically MET-2, can be effective treatment methods.
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