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Abstract

Background: Web-based media, particularly social networking sites (SNSs), are a source of support for people with long-term conditions, like epilepsy. Living with epilepsy can reduce opportunities for accessing information and social support owing to transportation difficulties and stigma leading to self-isolation. However, some people with epilepsy (PWE) overcome these barriers using SNSs and other Web-based media. At present, little is known about Web-based identity and self-presentation of PWE; this study aims to address this gap.

Objective: This study aims to describe how the use of digital technologies, such as SNSs, impacts sense of identity in PWE.

Methods: We used qualitative research methods to examine Web-based media use and self-presentation in a group of 14 PWE (age range: 33-73 years; 7 men and 7 women). The median diagnosis duration was 25 years. Semistructured interviews ranged from 40 to 120 minutes, held at participants’ homes or in a public place of their choice, in the United Kingdom. QSR Nvivo 11 software was used to perform an inductive thematic analysis.

Results: In this study, 9 participants used Web-based media to “silently” learn from other PWE by reading user posts on SNSs and epilepsy-related forums. When asked about self-presentation, 7 participants described feeling cautious about disclosing their epilepsy to others online. Six participants presented themselves in the same manner irrespective of the situation and described their identity as being presented in the same way both online and offline.

Conclusions: PWE can deploy SNSs and Web-based media to manage aspects of their condition by learning from others and obtaining social support that may otherwise be difficult to access. Some PWE share openly, whereas others silently observe, without posting. Both benefit from the shared experiences of others. Privacy concerns and stigma can act as a barrier to sharing using Web-based media and SNSs. For some, Web-based media offers a chance to experiment with identity and change self-presentation, leading to gradually “coming out” and feeling more comfortable discussing epilepsy with others.
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Introduction

Web-based media, including mobile phone apps and social networking sites (SNSs), enable the presentation of a curated self, where users can share selected aspects of their lives such as new relationships, pictures, and personal insights [1]. In June 2017, it was estimated that the number of monthly Facebook users had reached 2 billion [2] with 90% of older adults having used this SNS to access and share health-related information [3]. The phenomenon of using Web-based media as a health care aid is being referred to as Health 2.0 [4]. Users can share their experiences of illness and learn about health care self-management in a Web-based environment [5]. Some users
may even modify their offline health care with information gathered online.

Web-based media may be used in place of a traditional face-to-face support group, with similar or added benefits, including the possibility to remain anonymous [6]. Anonymity may protect users against social stigma [6], where an individual is thought to have characteristics perceived as undesirable or unacceptable [7]. Through Web-based media, users can access information and support in real time that people with health conditions might have otherwise waited for a medical consultation to access. In one study of people with diabetes, Facebook groups were used to share experiences and gain knowledge through the experiences of others [8]. People with other long-term conditions may gain similar benefits from Web-based media use [9].

As a result of increased SNS use, where users can disclose information about themselves to others [10,11], topics such as Web-based identity and self-presentation have become a focus of research [12]. In 1959, Goffman described identity presentation as actors performing on stage; different aspects of an individual’s identity are presented in different contexts [13]; this now also occurs in Web-based spaces [14]. SNSs provide a platform for identity performance, where practices in self-presentation can undergo continued maintenance and revision [15]. When Web-based users modify identity portrayal to fit with what is perceived to be an ideal self, these performances can be curated and reused in other social contexts [12,16].

Self-presentation is defined as the deliberate act of portraying identity in a certain, premeditated manner [17]. Practices in self-presentation, including deliberate nondisclosure, can mask users’ daily struggles [18], creating bias and even misrepresentation of experiences shared online. In addition, self-presentation can be influenced by stigma, which has been associated with long-term health conditions such as psychosis, epilepsy, and HIV or AIDS [19]. Through the use of online support groups and user forums, people with stigmatized health conditions can share the aspects of their identity with others and may feel safer to do so than face-to-face interactions [6]. Past research has focused on the impact of Web-based self-presentation on long-term conditions, such as diabetes, chronic fatigue [20], and chronic cough [21], but a gap exists in the literature on epilepsy and Web-based identity.

Epilepsy is a neurological condition characterized by recurrent seizures, affecting 1% of the United Kingdom (UK) population [22] and approximately 50 million people worldwide [23]. Treatment consists of medication use and advice on self-management. Despite treatment, up to 40% of people continue to experience seizures [23] and low quality of life [24]. People with epilepsy (PWE) frequently use the internet for information about epilepsy [25], and the wider literature show the benefit of Web-based communities in the self-management of other long-term conditions [9]. The benefits of the SNS use may be especially helpful for PWE, where unpredictability of seizures, transportation difficulty owing to a lack of driving license, and stigma, can limit access to face-to-face sources of information and support. This research aims to describe the Web-based practices of PWE and explore how SNSs use is associated with identity and self-presentation.

Methods

Study Design

We used a qualitative, cross-sectional research design, using purposive sampling methods and semistructured interviews. Ethical approval was granted by the Psychiatry, Nursing and Midwifery Research Ethics subcommittee at King’s College London (PNM/13/14-18). All participants were given an information sheet and gave informed consent at the start of their interview.

Participants and Recruitment

Researchers advertised for volunteers through the webpage of the largest official UK epilepsy user group (Epilepsy Action, hereafter referred to as “user-group”), as well as their email list of 3500 members. The study eligibility criteria included the following: aged ≥17 years; self-reported epilepsy diagnosis; and experience of accessing user-group website information. Overall, 35 PWE emailed the research team to register their interest in participating. Fifteen people attended interviews, with the final sample size of 14; this number of participants is acceptable in qualitative research [26], where the aim is to describe and explore rather than generalize. Of 20 who did not attend interviews, 2 respondents were based remotely and unable to attend interviews in-person, 2 respondents canceled their appointments owing to family emergency or holiday, and the remainder did not respond to further interview invitations. No incentives were offered to any participant involved in the study.

Data Collection and Analysis

Interviews followed a semistructured format. Questions were asked on various uses of Web-based media, which included SNSs, mobile phones, tablets, and computers. The interview topics (Table 1) were developed by LLR with input from a sociologist.

Interviews lasted between 40 and 120 minutes, were audiorecorded, and later transcribed by a professional transcription agency. All transcripts were stored on a secured server and, when printed, in a locked filing cabinet where only numeric identifiers were used to identify participants.

Interviews were conducted by a postdoctoral researcher (RR) between May and October 2015. By way of preparation, the researcher attended a self-management course for PWE [27] to gain an understanding of epilepsy-related challenges (ie, stigma and driving restrictions). Interviews took place either in participants’ homes or a public place.
Table 1. Question guide.

<table>
<thead>
<tr>
<th>Interview Topic</th>
<th>Questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diagnosis</td>
<td>• What kind of epilepsy do you have?</td>
</tr>
<tr>
<td></td>
<td>• When were you diagnosed?</td>
</tr>
<tr>
<td>General experience of epilepsy offline</td>
<td>• Do you keep a symptoms or medication diary? Reminders? Family member?</td>
</tr>
<tr>
<td></td>
<td>• Do you talk to people about your epilepsy? Who?</td>
</tr>
<tr>
<td></td>
<td>• Do you know anyone else with epilepsy? Fictional characters?</td>
</tr>
<tr>
<td></td>
<td>• Have you ever been to a support group? What was it like? Charity work?</td>
</tr>
<tr>
<td></td>
<td>• Advocacy? Why did you go?</td>
</tr>
<tr>
<td>General use of the internet and social</td>
<td>• What sites do you use? Twitter, Facebook, Email, Tumblr, Blogs, Instagram, LinkedIn, Forums, or chat rooms?</td>
</tr>
<tr>
<td>media</td>
<td>• How often?</td>
</tr>
<tr>
<td></td>
<td>• When did you start? Why? Have you stopped using any? Why?</td>
</tr>
<tr>
<td></td>
<td>• What devices do you use to access these sites or apps?</td>
</tr>
<tr>
<td></td>
<td>• Do you change the way you present yourself on different sites or apps?</td>
</tr>
<tr>
<td></td>
<td>• Why? Do you try to? Why?</td>
</tr>
<tr>
<td>Broad experience of epilepsy online</td>
<td>• Do you talk about your epilepsy on these sites? In private messages? Why?</td>
</tr>
<tr>
<td></td>
<td>• Is privacy an issue?</td>
</tr>
<tr>
<td></td>
<td>• How do you think epilepsy is portrayed in general online? For example, trolling, surgery games, “seizure” on Twitter, Photosensitive-provoking gifs.</td>
</tr>
<tr>
<td></td>
<td>• Do you think your epilepsy affects the way you use these sites?</td>
</tr>
<tr>
<td>Epilepsy-specific websites</td>
<td>• How often do you use the Epilepsy Action forum? Why? Is it different from talking offline?</td>
</tr>
<tr>
<td></td>
<td>• Do you use any other epilepsy forums or websites? Blogs? Why?—Information, friendship, advocacy?</td>
</tr>
<tr>
<td></td>
<td>• Do you think these experiences have changed the way you think about your epilepsy? Yourself? The online world?</td>
</tr>
<tr>
<td></td>
<td>• Has it changed the way you interact with doctors? Friends? Other people with epilepsy?</td>
</tr>
<tr>
<td></td>
<td>• How could these websites be improved?</td>
</tr>
</tbody>
</table>

We used the thematic analysis when examining interview transcripts [28]. Thematic analysis is not tied to a specific methodological orientation, making it a flexible analytic method, suitable for health services research. The lead author (ARM) read each transcript twice and drafted a document of initial impressions, which was then reviewed by the second author (LLR). A set of codes were inductively produced. The codes were then organized into an set of themes. The lead author presented and gained feedback on the initial themes to 2 groups of researchers. One group had expertise in life writing and online identity, and another had expertise in neuroscience research. The themes and codes were further refined in light of this feedback. Finally, a series of definitions were developed for each theme and the final results report produced.

Results

Participants’ Characteristics

There were 14 participants of an equal number of men and women (Table 2), with a median age of 50 (range: 33-73) years and the median number of 25 years since diagnosis (range: 13-63 years). Participants self-reported generalized tonic-clonic seizures (n=7), complex partial seizures (n=4), photosensitivity (n=4), and absences (n=3). Three participants disclosed a comorbid health condition, including diabetes, asthma, and physical disability.

Silent Observation of Others on Social Media and Websites

Nine participants described using Web-based media to learn from the shared accounts and posts from other PWE. Many described reading but not necessarily posting or interacting with others; this practice was explained as a desire to keep up-to-date with epilepsy-related information, without feeling the need to respond or contribute themselves.

I have used [user-group websites] for research on epilepsy medication. That’s probably about it. I use forums for that, but I would never post on them. [p13]

Social Comparison Assisting With Epilepsy Management

Seven participants spoke about using Web-based media for social support and to find narratives from other PWE as a way of learning about their condition. The use of social comparison in this context seemed to be an indirect form of social support. One participant (p11) was able to read how other PWE had coped with the same kind of neurosurgery they were planning to have. Another participant (p13) found an explanation for the medication side effects they had experienced from taking Keppra (generic name levetiracetam, an antiepileptic drug introduced in the United States in 2008 and the United Kingdom in 2011).

[I look for] personal stories of how they’ve got on with their medication, how they’ve got on with reactions to it and that kind of thing...I found myself getting angry, so I was finding out about the whole Keppra rage thing and seeing whether other people got it. [p13]
Table 2. The demographic characteristics of participants.

<table>
<thead>
<tr>
<th>Participant number</th>
<th>Sex</th>
<th>Age</th>
<th>Diagnosis length (years)</th>
<th>Social media platforms used</th>
</tr>
</thead>
<tbody>
<tr>
<td>p1</td>
<td>Female</td>
<td>46</td>
<td>43</td>
<td>FB, Twitter, LinkedIn, user-group forum</td>
</tr>
<tr>
<td>p2</td>
<td>Male</td>
<td>35</td>
<td>17</td>
<td>FB, FB messenger, Twitter, LinkedIn</td>
</tr>
<tr>
<td>p3</td>
<td>Female</td>
<td>50</td>
<td>15</td>
<td>LinkedIn</td>
</tr>
<tr>
<td>p4</td>
<td>Female</td>
<td>38</td>
<td>25</td>
<td>FB, Twitter, LinkedIn, user-group chat rooms</td>
</tr>
<tr>
<td>p5</td>
<td>Male</td>
<td>59</td>
<td>36</td>
<td>FB</td>
</tr>
<tr>
<td>p6</td>
<td>Female</td>
<td>43</td>
<td>25</td>
<td>Facetime, FB (including private epilepsy-related FB group)</td>
</tr>
<tr>
<td>p7</td>
<td>Female</td>
<td>43</td>
<td>24</td>
<td>FB</td>
</tr>
<tr>
<td>p8</td>
<td>Male</td>
<td>56</td>
<td>35</td>
<td>FB (including messenger), Twitter, Instagram, foursquare, WhatsApp, Snapchat, Blackberry messenger, Skype</td>
</tr>
<tr>
<td>p9</td>
<td>Female</td>
<td>63</td>
<td>15</td>
<td>Twitter</td>
</tr>
<tr>
<td>p10</td>
<td>Male</td>
<td>52</td>
<td>47</td>
<td>FB, Twitter, private message on Epilepsy Action forum</td>
</tr>
<tr>
<td>p11</td>
<td>Male</td>
<td>65</td>
<td>Not specified</td>
<td>FB, user-group chat rooms, Skype</td>
</tr>
<tr>
<td>p12</td>
<td>Female</td>
<td>64</td>
<td>63</td>
<td>FB, user-group forums</td>
</tr>
<tr>
<td>p13</td>
<td>Male</td>
<td>33</td>
<td>13</td>
<td>FB, WhatsApp, Twitter</td>
</tr>
<tr>
<td>p14</td>
<td>Male</td>
<td>73</td>
<td>58</td>
<td>FB (including messenger), Twitter</td>
</tr>
</tbody>
</table>

*aFB: Facebook.

*bUK-based charity called Epilepsy Action.

Self-Identifying With Epilepsy

Six participants described the way they present themselves as being inseparable on websites and in real life. “Me” and “my epilepsy” were expressed as one singular identity.

“I am what I am, if people don’t like me, I don’t care whether they do.” [p7]

One participant (p12) explained this in terms of wanting to be “as honest as possible” online and offline. One participant’s (p5) openness about epilepsy came about after observing other people disclosing their epilepsy on a nonepilepsy-related website.

Self-Disclosure Dependent on the Audience

Five participants spoke about modifying their Web-based self-presentation depending on which SNS platform they were using, or whom they felt the audience was likely to be. When posting on a user-group chat room, as opposed to public epilepsy-related SNS pages, one participant felt he could talk more openly.

“It changes the actual thing of what you want to say to the person. What they want to say to you, and obviously it makes a difference in the conversation and what it builds up to...In the epilepsy chat room, you can talk about more or less everything that goes on on a day-to-day basis, your medication and everything...On Facebook [public epilepsy pages] you have to be careful what you are saying and what you put down.” [p10]

One of these participants (p7) said she did not talk about epilepsy online owing to concerns about privacy. Another (p3) was concerned about future employers learning through LinkedIn that she had left her previous job because of having a serious seizure. Several did not want the “world at large” to know about their epilepsy and, therefore, tended to only share with close friends privately or on closed epilepsy-specific Facebook groups.

Cautious About Web-Based Disclosure and Self-Presentation

Four participants described some level of apprehension about having epilepsy-related content on their personal social media pages, as though there was a separation of their “public” Web-based identity and epilepsy-related identity. Unless directly asked by others, they did not discuss the day-to-day elements of their condition openly.

“So that’s the only thing with Facebook, it highlights the good bits of what people do. It doesn’t tend to show them at their worst. I think nobody would want to be my friend if I showed my worst.” [p6]

On the other hand, another participant (p1) had initially felt apprehension about identity and self-disclosure offline but had since become more confident in both domains after talking about epilepsy online.

“I didn’t make it public, but I didn’t entirely hide it...I would tell them, but if they didn’t ask, I wouldn’t tell them...I’m only recently trying to be more open about my epilepsy online because, for years, I wasn’t very public about it...It’s a new thing for me to able to discuss it and, for so long, I couldn’t.” [p1]

Presenting Epilepsy to Web-Based Social Contacts

Four participants used Web-based media to indirectly share or create awareness about the topic of epilepsy with their social
contacts. One of these participants (p1) described not feeling completely comfortable when talking about herself as someone with epilepsy but was happy to have her image on Facebook and a user-group website having a telemetry assessment. Two others described sharing images of themselves to their wider SNS networks (ie, through Twitter and Facebook) supporting epilepsy-related charities, while not openly disclosing that they have epilepsy.

The photo of me on there is the day I did my Epilepsy Action Run...I had the t-shirt on and I had my kids sat either side of me. So, you’d probably know that I had some connection to epilepsy that way. [p2]

One participant spoke early in his interview of there being a shift from feeling concerned about self-disclosure of his epilepsy, to no longer being worried about the audience; this occurred once his employment situation changed, from working for someone else to running his own business:

I don’t wear a little badge saying I’m epileptic...I put it on my Facebook to make it clear to people who support it. So it doesn’t worry me now. Certainly, with the fact that I’m working for myself it doesn’t worry me. [p11]

Discussion

Principal Findings

This study demonstrates that PWE received personally significant support and value from their SNSs and Web-based media use. For some, Web-based media was used as a forum to overcome a stigmatized identity, as well as develop connections with other PWE.

As with previous research on the uses of digital technology [25,29], PWE in this study used Web-based media to access social support. Connecting with others online about the shared experience of a long-term condition can reduce distress and provide reassurance [21]. Such benefits are particularly helpful for people with recurrent seizures, where high levels of anxiety and low quality of life are commonly reported [30].

In addition, accessing support through SNSs and user-group websites can have additional advantages over traditional face-to-face interactions. Users can read highly personal accounts from other users in several clicks; while individuals may not be as forthcoming with personal information when conversing with new social contacts offline [31]. The perceived benefit of Web-based media used in this way is the constancy of support it provides. Posts in a Facebook group are available in an asynchronous format (ie, not real time but when a user consciously checks), while private direct messages and chat provide synchronous connections with others in real time [6]. SNSs are available 24 hours a day on mobile phone or computer; thus, PWE have the potential to be connected with continual support and social connection [14]. As many PWE experience difficulties with transport, and can have unpredictable seizures, the function of Web-based media as a support group can be especially valuable.

Almost half of the participants in our group said that they modified their Web-based self-presentation depending on the perceived or imagined audience [32]. While in face-to-face interactions, people may perceive the audience as those whom they can see, in Web-based spaces, the audience and privacy level can vary greatly [32]. With the advent of screenshots and Web-based archiving, content posted online may be viewed by those other than whom the poster intended at the time of disclosing their personal information [33]; this creates the potential for digital stigma, where discrimination or embarrassment results from private information being publicly posted and accessed [34].

Closed Facebook groups require further evaluation as a possible tool for chronic illness management [35]. Our results show there was more of a tendency to discuss epilepsy freely in a closed epilepsy group on Facebook or message (which is considered “more private”), compared with a public Facebook page with open privacy settings. This behavior might be conceptualized in terms of theory on felt stigma, previously associated with epilepsy [36]. The perception of being different or unaccepted by others (ie, “felt stigma”) [37] may explain why some participants felt they could only share their epilepsy experiences in some areas of SNSs (ie, closed Facebook group) as opposed to others who shared openly in all settings. Modifying SNSs to address stigma-related barriers may help to improve the other benefits PWE gain from using Web-based media to self-manage their condition.

Participants reported the use of Web-based media that would be expected of individuals with general health concerns (ie, information seeking). However, the experience of epilepsy is long-term, and symptoms can be debilitating, which adds further complexity to how individuals manage their day-to-day life. PWE can experience the perception of having personal characteristics that are discrediting, a kind of “spoiled identity” [7]. As a consequence, individuals living with chronic health conditions like epilepsy can withdraw and isolate themselves from others; this creates a vicious cycle, whereby individuals do not receive support or feedback and do not learn about managing their condition. SNSs are uniquely placed to disrupt this loop and overcome a stigmatized or spoiled identity by providing feedback from other PWE, observing others online, while maintaining anonymity. Over time, this may translate into changes in individual self-presentation as perceptions of identity are modified.

Changes in self-presentation over time were described by several participants, through either modeling observed disclosures of other PWE or using Web-based media to improve self-confidence. One participant, in particular, felt more able to talk about her epilepsy offline after discussing her condition with others online. This could be explained as a form of identity play, whereby profound development and personal change are precipitated by the life one leads using Web-based media [38]. For this participant, her interactions online provided a place to monitor or experiment with epilepsy-related identity performance, which affected her offline life. This form of identity play or management has been identified with other patient groups using Web-based spaces, but with the added
consideration that if privacy is compromised throughout this process, this could cause great distress to an individual [20].

In this study, almost half of the participants said that their self-presentation was the same regardless of the Web-based platform. They were also more likely to be “openly out” about their epilepsy in their offline lives. These SNS users may perceive a kind of social currency with portraying their authentic selves as a way of developing connections or engaging others online [32]. Several participants carried on long-distance friendships with PWE they had initially spoken with, which could further explain personal motivations to self-present in a way they felt was congruent with their actual selves [39]. The possibility of meeting face-to-face may also increase the likelihood of SNS users presenting their actual rather than idealized selves [40].

Study Implications

Findings from this study demonstrate how a group of PWE used Web-based media to manage elements of their epilepsy, through silent observation and making connections with others. In addition, Web-based media can facilitate a dialogue between health care professionals and patients. By reading shared Web-based experiences, health care professionals may gain insight into patient responses after using their services [20]. Some suggest health care practitioners may further support PWE by increasing their Web-based presence and engaging in public discussion about epilepsy care [41]. Despite concerns about Web-based information accuracy, evidence from research into other health care conditions shows forum posts of this nature are likely to be accurate [8] and, therefore, valuable to PWE; however, professional moderation and fact-checking is necessary [21].

Many PWE reported looking at social media (ie, forums and Facebook groups) for epilepsy-related information but not interacting with other users; this is also an important finding for health care providers who post educational content online, as PWE may gain value from epilepsy-related information without necessarily interacting or participating. Social media is inexpensive to use and may be an effective means of delivering health care information to the public [42]. However, without safety protocols in place, this can restrict the development of Web-based media as a tool for health care purposes [43]. Further training and support for those using these platforms for health care purposes would be needed [5,44]. In the past decade, issues of user privacy and data use have become linked to SNSs and can affect how users present themselves online [45]. An awareness of these issues can influence an individual’s propensity to self-disclose personal information online [20,46]. While many of our participants were willing to share their experiences and seemed to find value in sharing with other PWE, many were also concerned about privacy or oversharing information on public SNSs. The benefits of mutual self-disclosure and information sharing may be enhanced if SNS platforms offer functions that do more to protect the privacy and confidentiality of users [10]. Closed Facebook groups, private messages, and user-group forums seemed to provide such a function for PWE in this study.

Strengths and Limitations

To the best of our knowledge, this was the first study of its kind to include the perspective of PWE on their use of Web-based media relating to their identity and self-presentation. Although, in seeking to describe how PWE use Web-based media to understand and self-manage their epilepsy, the study has several limitations. The people in our study were volunteers recruited from a user-group charity and identified by their use of Web-based media most broadly. Our participants were at various tech levels, ranging from early adopters who have greater digital literacy to those who use the internet and social media infrequently; they were more likely to be aged in their forties and above and had been living with epilepsy for >25 years. Future research with participants earlier on in their illness trajectory may help identify additional themes not captured in this study. It is also likely that adults aged 18-29 years, who are more frequent users of SNSs [47], would offer a different perspective, such as the potential risks and consequences of Web-based media, than those described in this study. These demographic characteristics are, nevertheless, comparable to participants of National Health Service users, recruited into a trial of group education for PWE in England [30].

Conclusions

Communication facilitated through digital technology and Web-based media has the potential to powerfully reshape an individual’s experience of living with a long-term condition [9]. Self-presentation and Web-based disclosure are complex processes, reflecting the challenges posed by stigmatized identities. Although Web-based identity may appear to be represented through “static” posts or tweets, it is a constant reconstructive and reflexive process [15], with the potential to be impacted by affiliation with health-related charities and causes, as was described by several in this study. The use of SNSs to gather information and support represents an opportunity for health care providers and researchers to utilize SNS platforms to improve the patient experience. Some participants changed their self-presentation for reasons such as employment consequences, with a fear of stigma modifying their SNS use. Learning to guard, present, and manage their image relationally was an important benefit of using Web-based media for people in coming to terms with the stigma of epilepsy.
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Abstract

Background: Excessive use of various electronic entertainment and communication devices, particularly among children, has been associated with increased behavioral problems. Despite children’s escalating use of these devices, parents’ awareness about the impact thereof is still lacking.

Objective: The objective of this study was to assess the use of electronic entertainment and communication devices among children attending a health care facility in Jeddah, Saudi Arabia, as well as the parental impression regarding the impact of electronic devices use on the behavior of their child.

Methods: A focused 15-item questionnaire was designed for this cross-sectional study involving mothers of children attending the Well Baby Clinic of King Abdulaziz University Hospital, Jeddah, Saudi Arabia from July 1, 2016 to November 30, 2016.

Results: This study included 190 mothers. The mean ages of the children, mothers, and fathers were 7.3 (SD 3.5), 35 (SD 6.5), and 43 (SD 8.3) years, respectively. Most children were of Saudi Arabian nationality (106/190, 55.8%). The most used device in this study was television (154/190, 81.0%), followed by mobile phones (134/190, 70.5%), and tablets (116/190, 61.0%). Computers were the least used device in this study (59/190, 31.0%). In total, 24.7% (47/190) of children in this study used electronic entertainment and communication devices for more than 4 hours per day. Most mothers (129/190, 67.9%) felt that their child spends too much time on electronic devices. Hyperactivity or behavioral problems were reported by 20.0% (38/190) of mothers in this study. Children spending longer hours on electronic devices were much more likely to be perceived to suffer from hyperactivity or behavioral problems (P=.01).

Conclusions: Parental awareness is necessary to counteract the harmful effects of using electronic devices for a prolonged period. Parents require help to cope with this problem effectively.

(KEYWORDS: television; tablet; mobile phone; computers; devices; entertainment; use; Saudi Arabia; children; population; behavior; parental impression)

Introduction

The continuous process of digitization of the world has led to an escalating use of various electronic entertainment and communication devices, including mobile phones, tablets, computers, and television (TV) [1,2]. A study in 2015 found that children who spent ≥2 hours daily on electronic devices were more likely to demonstrate an increased body mass index (BMI) [2]. A 2013 study compared the use of mobile phones among children in 4 different Arab countries and determined that around 80% of children aged between 8 and 18 years used mobile phones in Saudi Arabia. The study also ranked Saudi Arabia second after Egypt (87%) in high proportion of mobile phone use among children [3]. However, there is a scarcity of
data about the use of electronic entertainment and communication devices among children and parental impression of behavior in Saudi Arabia.

The impact of screen addiction on health has been the subject of many studies. The results of these studies showed that excessive use of electronic devices, especially mobile phones and tablets had a harmful impact not only on the eyesight but also on the psycho-affective and cognitive development of the child. Moreover, the associated inactivity could trigger the development of some diseases, such as obesity and hypertension, at early ages [4-6]. TV viewing is the most widely studied behavior across the globe. This habit is, to some extent, correlated with childhood obesity [7,8]. A study conducted among 197 school children with a mean age of 8.7 (SD 2.1) years in the United Arab Emirates found that TV viewing and video game use for >2 hours per day was associated with behavioral problems such as being withdrawn, inattentive, and having externalizing behaviors, including hyperactivity and aggressive behaviors [9]. Higher aggression levels have also been observed in children watching TV programs or playing video games, especially with violent content [9]. On the contrary, an intervention study on elementary school students showed a reduction in aggressive behavior on watching TV for lesser hours [9]. Besides, excessive use of electronic devices could adversely affect a child’s sleep-wake cycle, resulting in further behavioral problems and occasionally stereotypical motor behaviors [1,10,11]. This is particularly important given the extent of use of such devices in our community and their potential negative impacts on children’s well-being. Parental awareness about the harmful effects of electronic and communication devices on children is tremendously important for preventing their occurrence [12,13].

The objective of this study was to assess the level of use of electronic devices among children attending a health care facility in Saudi Arabia and the parents’ perspectives about the impact of screen use on the behavior of their children.

**Methods**

A cross-sectional survey involving mothers of children attending the Well Baby Clinics of King Abdulaziz University Hospital (KAUH), Jeddah, Saudi Arabia was conducted from the 2016 July 1 to 2016 November 30. KAUH is the main university teaching hospital of the Western Region of Saudi Arabia. It is a large multi-specialty adult and pediatric (children aged 8-15 years) hospital that also provides primary medical care and immunization for all children born at the hospital. Three Well Baby Clinics per week provide parental support, education, and routine immunizations.

For this survey, 190 participants were chosen by convenience sampling and all 190 mothers responded to the questionnaires, thus providing a response rate of 100%. Inclusion criteria were as follows: mothers with one or more child who used electronic entertainment devices and was willing to participate in this survey. No exclusion criteria were set.

Because we could not find any validated questionnaires about the impact of electronic devices use on children behavior, we developed a focused 15-item questionnaire to examine the use of various electronic entertainment and communication devices. The questionnaire also assessed parental supervision and interaction. The questionnaire was not validated. The first part of the questionnaire collected sociodemographic characteristics such as the age of the child and the parents, the parents’ education, occupation, family income, and nationality. The second part was relevant to the type of electronic devices used by the child, the time spent by children on those devices, and whether the parents noticed any change in the behavior of their children while using these devices (see Multimedia Appendix 1).

The study and questionnaire were explained to the mothers before they voluntarily participated in the study. The identity of the participants was not requested to ensure privacy and encourage accurate responses. The bioethical committee of KAUH approved the study design and questionnaire.

Participants filled a paper-pencil survey; later, we entered the data into an Excel sheet. Statistical analyses were performed using the Statistical Package for Social Sciences version 20 (SPSS Inc, Chicago, IL, USA). Frequencies and percentages were used for the descriptive analyses. Association between categorical variables was examined using chi-square test. Statistical significance was defined as P values of <.05.

**Results**

This study included 190 mothers. The mean ages of the children, mothers, and fathers were 7.3 (SD 3.5), 35 (SD 6.5), and 43 (SD 8.3) years, respectively. Most children were of Saudi Arabian nationality (106/190, 55.8%). Most mothers were housewives (145/190, 76.3%), and 40.5% (77/190) of the mothers in our study had school-level education. Most fathers were employed (135/190, 71.0%), and 53.1% (101/190) of the fathers in our study had a university-level education. Of the families in the study, 42.1% (80/190) had a monthly income of <5000 SAR (<US $1300; Table 1).

The most used device in this study was TV (154/190, 81.0%), followed by mobile phones (134/190, 70.5%) and tablets (116/190, 61.0%). Computers (59/190, 31.0%) were the least used device in this study. In total, 24.7% (47/190) of children in this study used electronic entertainment and communication devices for than 4 hours (Table 2).

When asked if the parents would limit the time spent on these devices, about 63.1% (120/190) answered “yes” (16% responded “sometimes” and 47% responded “always”). Most mothers (129/190, 67.9%) felt that their child spends too much time on electronic devices. Hyperactivity or behavioral problems were reported by 20.0% (38/190) of mothers in this study. Overall, 10.0% (19/190) of the mothers “sometimes” observed hyperactivity or behavioral problems in their children; similarly, 10.0% (19/190) of the mothers “always” observed hyperactivity or behavioral problems in their children (Table 3).
Table 1. Sociodemographic characteristics of the study families (N=190).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD), range</td>
<td></td>
</tr>
<tr>
<td>Child</td>
<td>7.3 (3.5), 1-16</td>
</tr>
<tr>
<td>Mother</td>
<td>35 (6.5), 24-50</td>
</tr>
<tr>
<td>Father</td>
<td>43 (8.3), 28-63</td>
</tr>
<tr>
<td>Nationality of child, n (%)</td>
<td></td>
</tr>
<tr>
<td>Saudi Arabia</td>
<td>106 (55.8)</td>
</tr>
<tr>
<td>Yemen</td>
<td>19 (10.0)</td>
</tr>
<tr>
<td>Sudan</td>
<td>17 (8.9)</td>
</tr>
<tr>
<td>Other nationalities</td>
<td>48 (25.3)</td>
</tr>
<tr>
<td>Mother’s employment, n (%)</td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>45 (23.7)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>145 (76.3)</td>
</tr>
<tr>
<td>Father’s employment, n (%)</td>
<td></td>
</tr>
<tr>
<td>Employed</td>
<td>135 (71.0)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>55 (28.9)</td>
</tr>
<tr>
<td>Mother’s educational level, n (%)</td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>30 (15.8)</td>
</tr>
<tr>
<td>School grade</td>
<td>83 (43.7)</td>
</tr>
<tr>
<td>College or university</td>
<td>77 (40.5)</td>
</tr>
<tr>
<td>Father’s educational level, n (%)</td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>29 (15.3)</td>
</tr>
<tr>
<td>School grade</td>
<td>60 (31.6)</td>
</tr>
<tr>
<td>College or university</td>
<td>101 (53.1)</td>
</tr>
<tr>
<td>Monthly income of family, n (%)</td>
<td></td>
</tr>
<tr>
<td>&lt;5000 SAR (&lt;US $1333)</td>
<td>80 (42.1)</td>
</tr>
<tr>
<td>5000-10,000 SAR (US $1333-2666)</td>
<td>57 (30.0)</td>
</tr>
<tr>
<td>10,000 SAR (&gt;US $2666)</td>
<td>53 (27.9)</td>
</tr>
</tbody>
</table>
Table 2. Most frequently used devices and overall time spent on electronic entertainment and communication devices (N=190).

<table>
<thead>
<tr>
<th>Most used device</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Television</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>154 (81.0)</td>
</tr>
<tr>
<td>No</td>
<td>36 (18.9)</td>
</tr>
<tr>
<td><strong>Mobile phones</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>134 (70.5)</td>
</tr>
<tr>
<td>No</td>
<td>56 (29.5)</td>
</tr>
<tr>
<td><strong>Tablets</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>116 (61.0)</td>
</tr>
<tr>
<td>No</td>
<td>74 (38.9)</td>
</tr>
<tr>
<td><strong>Computers/laptops</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>59 (31.0)</td>
</tr>
<tr>
<td>No</td>
<td>131 (68.9)</td>
</tr>
<tr>
<td><strong>Overall time spent on electronic entertainment and communication devices</strong></td>
<td></td>
</tr>
<tr>
<td>1 hr per day</td>
<td>61 (32.1)</td>
</tr>
<tr>
<td>2-4 hr per day</td>
<td>82 (43.1)</td>
</tr>
<tr>
<td>4-6 hr per day</td>
<td>25 (13.1)</td>
</tr>
<tr>
<td>&gt;6 hr per day</td>
<td>22 (11.6)</td>
</tr>
</tbody>
</table>

Table 3. Parent-child interaction and behavioral impression (N=190).

<table>
<thead>
<tr>
<th>Behavioral impression and parent-child interaction</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Do you try to limit the time your child spends on these devices?</strong></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>70 (36.8)</td>
</tr>
<tr>
<td>Sometimes</td>
<td>30 (15.8)</td>
</tr>
<tr>
<td>Always</td>
<td>90 (47.4)</td>
</tr>
<tr>
<td><strong>Do you think your child spends too much time on these devices?</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>129 (67.9)</td>
</tr>
<tr>
<td>No</td>
<td>61 (32.1)</td>
</tr>
<tr>
<td><strong>Does your child suffer from hyperactivity or behavior problems?</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>38 (20.0)</td>
</tr>
<tr>
<td>No</td>
<td>152 (80.0)</td>
</tr>
<tr>
<td><strong>How often do you observe hyperactivity or behavior problems problem in your child?</strong></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>152 (80.0)</td>
</tr>
<tr>
<td>Sometimes</td>
<td>19 (10.0)</td>
</tr>
<tr>
<td>Always</td>
<td>19 (10.0)</td>
</tr>
</tbody>
</table>

Time spent on electronic devices correlated significantly with parental impression that their child was suffering from behavioral problems. In total, 8.4% (16/190) of mothers in our study whose children spent ≥2 hours per day on electronic devices reported that their children “always” exhibited behavioral problems. On the other hand, only 1.6% (3/190) mothers whose children spent 1 hour per day on electronic devices reported that their children “always” had behavioral problems. Children who spent longer hours on electronic devices were much more likely to be perceived to suffer from hyperactivity or behavioral problems (P=.01; Table 4).
Our study confirmed that many families living in Saudi Arabia were affected by their children’s excessive use of various electronic entertainment and communication devices. When asked if the parents would limit the time spent on these devices, about 63.1% (120/190) answered “yes” and mothers (129/190, 67.9%) felt that their child spends too much time on electronic devices. In fact, in 24.7% (47/190) of children, the time spent on electronic devices was >4 hours per day. After TV viewing, mobile phones were the second most frequently used device. Previous research identified that less time spent on various electronic and communication devices resulted in prevention of depression in young adults [14], thereby potentially improving health during adulthood. In addition, other investigators found correlations with several future neurological disorders, such as recurrent headaches and migraine [15].

One out of 5 mothers (38/190, 20.0%) thought their child was experiencing hyperactivity or behavioral problems. This was queried in a direct manner and not examined in a structured way or through the use of a standardized diagnostic inventory. It was simply based on the mother’s overall impression of her child’s behavior. The accuracy of such global impressions has been proven to be effective in other studies [16]. Watching TV, which was most prevalent (154/190, 81.0%) in our sample, was previously noted by other investigators who found no association between watching TV and emotional symptoms, hyperactivity, inattention, or peer relationship problems [17]. However, previous research found an association between watching TV for >2 hours per day and antisocial behaviors, aggressive personalities, and criminal convictions [18]. This might be explained by cultural differences or inclusion of older children and adolescents in those studies.

Principal Findings

Our study had several limitations that warrant discussions. Firstly, our sample size was relatively small. A larger study could provide more insight about potential correlations with sociodemographic variables such as parents’ ages, educational levels, family incomes, and nationalities. Secondly, because we used convenience sampling from one region in Saudi Arabia (Jeddah), our findings might not be representative of other regions of Saudi Arabia. Moreover, the study participants comprised working-class people with average educational and economic levels. This, in turn, limited our ability to generalize our findings to the population at large. Hence, more detailed research, involving different regions of the country and different groups of people according to educational qualifications, income levels, and origins, should be conducted to attain a generalizable conclusion. Thirdly, our questionnaire was not used or validated previously, mainly owing to the limited availability of relevant literature. The questionnaire did not include specific behavioral problems that were observed. Therefore, the use of structured behavioral inventories is needed to confirm the link between hyperactivity or behavioral disorders and excessive use of different electronic entertainment and communication devices. Another possible limitation of this study, like most other cross-sectional studies, was self-reporting. This rendered the information obtained regarding the time spent by the children on electronic devices questionable [2]. Additionally, the information was collected from the mothers only, rather than the children themselves and there might be a probability that the mothers exaggerated their responses. Even though several previous population-based studies utilized mother-reported screen time, there are concerns regarding the validity and reliability of these reports [17]. Furthermore, this study did not assess the content of the electronic and communication devices. Earlier studies revealed that aggressive content might be responsible for psychological or behavioral problems in children, regardless of how much time was spent watching TV [6]. However, we did not assess whether the screen contents were age-appropriate or whether they negatively impacted the children’s behaviors. Therefore, it is essential to survey the contents of the electronic and communication devices to refine the results of the study. Despite these limitations, the major strength of this study was that this was the first study that attempted to survey children in Jeddah, Saudi Arabia to determine how much time they spent on electronic entertainment and communication devices.

Conclusions

In conclusion, this study detected excessive use (2-6 hours or more per day) of electronic devices by the children in the study sample. The time spent is higher than the recommended upper limit of 2 hours per day according to American Academy of Pediatrics (AAP). In fact, using communication devices >2 hours per day is linked with significant behavioral problems [9]. Accordingly, the parents in this study reported increased behavioral problems or hyperactivity among children who spent more time on electronic and communication devices. Our results indicate that the parents should follow the recommendations of AAP to limit their children’s exposure to electronic devices to no more than >2 hours per day, potentially reducing the risk of developing behavioral abnormalities [19]. Through increased

### Table 4. Association between time spent on electronic devices and parental impression that the child suffered from hyperactivity or behavioral problems (N=190; P=0.01).

<table>
<thead>
<tr>
<th>Time spent on electronic devices (hr per day)</th>
<th>Hyperactivity or behavioral problems, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>None (n=152)</td>
<td>Sometimes (n=19)</td>
</tr>
<tr>
<td>1 (n=61)</td>
<td>54 (88)</td>
</tr>
<tr>
<td>2-4 (n=82)</td>
<td>67 (82)</td>
</tr>
<tr>
<td>4-6 (n=25)</td>
<td>16 (64)</td>
</tr>
<tr>
<td>&gt;6 (n=22)</td>
<td>15 (68)</td>
</tr>
</tbody>
</table>

Discussion

**Principal Findings**

The study had several limitations that warrant discussions. Firstly, our sample size was relatively small. A larger study could provide more insight about potential correlations with sociodemographic variables such as parents’ ages, educational levels, family incomes, and nationalities. Secondly, because we used convenience sampling from one region in Saudi Arabia (Jeddah), our findings might not be representative of other regions of Saudi Arabia. Moreover, the study participants comprised working-class people with average educational and economic levels. This, in turn, limited our ability to generalize our findings to the population at large. Hence, more detailed research, involving different regions of the country and different groups of people according to educational qualifications, income levels, and origins, should be conducted to attain a generalizable conclusion. Thirdly, our questionnaire was not used or validated previously, mainly owing to the limited availability of relevant literature. The questionnaire did not include specific behavioral problems that were observed. Therefore, the use of structured behavioral inventories is needed to confirm the link between hyperactivity or behavioral disorders and excessive use of different electronic entertainment and communication devices. Another possible limitation of this study, like most other cross-sectional studies, was self-reporting. This rendered the information obtained regarding the time spent by the children on electronic devices questionable [2]. Additionally, the information was collected from the mothers only, rather than the children themselves and there might be a probability that the mothers exaggerated their responses. Even though several previous population-based studies utilized mother-reported screen time, there are concerns regarding the validity and reliability of these reports [17]. Furthermore, this study did not assess the content of the electronic and communication devices. Previous research identified that less time spent on various electronic and communication devices resulted in prevention of depression in young adults [14], thereby potentially improving health during adulthood. In addition, other investigators found correlations with several future neurological disorders, such as recurrent headaches and migraine [15].

One out of 5 mothers (38/190, 20.0%) thought their child was experiencing hyperactivity or behavioral problems. This was queried in a direct manner and not examined in a structured way or through the use of a standardized diagnostic inventory. It was simply based on the mother’s overall impression of her child’s behavior. The accuracy of such global impressions has been proven to be effective in other studies [16]. Watching TV, which was most prevalent (154/190, 81.0%) in our sample, was previously noted by other investigators who found no association between watching TV and emotional symptoms, hyperactivity, inattention, or peer relationship problems [17]. However, previous research found an association between watching TV for >2 hours per day and antisocial behaviors, aggressive personalities, and criminal convictions [18]. This might be explained by cultural differences or inclusion of older children and adolescents in those studies.

**Limitations**

The study had several limitations that warrant discussions. Firstly, our sample size was relatively small. A larger study could provide more insight about potential correlations with sociodemographic variables such as parents’ ages, educational levels, family incomes, and nationalities. Secondly, because we used convenience sampling from one region in Saudi Arabia (Jeddah), our findings might not be representative of other regions of Saudi Arabia. Moreover, the study participants comprised working-class people with average educational and economic levels. This, in turn, limited our ability to generalize our findings to the population at large. Hence, more detailed research, involving different regions of the country and different groups of people according to educational qualifications, income levels, and origins, should be conducted to attain a generalizable conclusion. Thirdly, our questionnaire was not used or validated previously, mainly owing to the limited availability of relevant literature. The questionnaire did not include specific behavioral problems that were observed. Therefore, the use of structured behavioral inventories is needed to confirm the link between hyperactivity or behavioral disorders and excessive use of different electronic entertainment and communication devices. Another possible limitation of this study, like most other cross-sectional studies, was self-reporting. This rendered the information obtained regarding the time spent by the children on electronic devices questionable [2]. Additionally, the information was collected from the mothers only, rather than the children themselves and there might be a probability that the mothers exaggerated their responses. Even though several previous population-based studies utilized mother-reported screen time, there are concerns regarding the validity and reliability of these reports [17]. Furthermore, this study did not assess the content of the electronic and communication devices. Earlier studies revealed that aggressive content might be responsible for psychological or behavioral problems in children, regardless of how much time was spent watching TV [6]. However, we did not assess whether the screen contents were age-appropriate or whether they negatively impacted the children’s behaviors. Therefore, it is essential to survey the contents of the electronic and communication devices to refine the results of the study. Despite these limitations, the major strength of this study was that this was the first study that attempted to survey children in Jeddah, Saudi Arabia to determine how much time they spent on electronic entertainment and communication devices.
parental awareness, the possible detrimental effects of technology on children’s psychological development and behaviors could be counteracted [9]. This in turn might help to reduce the overall time spent on electronic devices [6]. Nonetheless, to deal with this issue efficiently, parents require help. Public educational campaigns are imperative for addressing this growing problem and providing effective solutions. Finally, slower-paced, nonviolent educational programs are believed to have less negative impact on children’s behaviors [19]. Therefore, besides monitoring screen time, parents should monitor screen content. Further studies must be attempted to detect the influence of the screen content on children’s behavioral patterns.
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Abstract

Background: Providing basic life support (BLS) at the site of an accident is crucial to increase the survival rates of the injured people. It is especially relevant when health care is far away.

Objective: The aim of our study is to assess the BLS knowledge level of the Saudi Arabian population and identify influencing factors associated with level of knowledge about BLS.

Methods: Our study is a cross-sectional descriptive study, which was conducted using a self-administered online questionnaire derived from the BLS practice test. The Saudi population was the target population. The questionnaire was divided into two parts: one contained demographic data and the second part contained questions to test the population’s perception about how to perform BLS techniques properly. The data were collected between July and August 2017. Statistically significant differences were defined as those with a $P$ value $<.05$, and a score of five or more was considered a passing score on the second part. We used SPSS version 21 for data analysis.

Results: Our study included 301 participants. Our participants’ BLS online exam scores ranged from 0 to 10, with a mean of 4.1 (SD 1.7). Only 39.2% (118/301) of the participants passed the test. The percentage of bachelor’s degree or higher holders constituted 60.1% (181/301) of the study population. In addition, higher income was significantly associated with higher scores on the test ($P=.04$).

Conclusions: This study demonstrated that the theoretical knowledge level of BLS among the general population in Jeddah was below average. There is a critical need to increase the public’s exposure to BLS education through raising awareness campaigns and government-funded training programs that aim to curb the incidence of out-of-hospital cardiac arrest mortalities in the Saudi community.
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Introduction

Life-threatening emergencies can occur anytime and anywhere. The lack of training and incompetence to deal with these emergencies can have tragic and legal consequences. Basic resuscitation skills, including prompt and effective cardiopulmonary resuscitation (CPR), increases the survival rate following cardiopulmonary arrest. Theoretical knowledge with practical demonstrations and regular practice with up-to-date recommendations is important in maintaining the capability of basic life support (BLS) and advanced life support (ALS) providers [1]. Saving peoples’ lives involves a sequence
of steps that constitute the chain of survival. This includes four stages: early approach to cohesive medical emergency, early initiation of BLS, early defibrillation, and ALS [2].

Sudden cardiac arrest is the most common cause of death worldwide with a large variation in survival rates between different communities [3,4]. Early detection of cardiac arrest and initiation of CPR have been shown to decrease morbidity and mortality [4-6]. A previous study conducted in Arizona showed that a statewide hands-only CPR public awareness campaign increased bystander CPR rates from 28.2% to 39.9% and improved out-of-hospital cardiac arrest (OHCA) survival rates from 3.7% to 9.8% [7]. The number of OHCA cases in the United States is approximately 300,000 and the mortality rate is 92% [8]. The chance of survival increases two-fold if BLS is conducted by the first person to intervene and with the use of automated external defibrillators [8].

Difficulties performing bystander CPR in more developed countries were due to inadequate knowledge or training, absence of skill, lack of confidence, and fear of litigation [9]. In order to provide proper care, the community needs an adequate amount of knowledge and insight on BLS by training either in person or online [10]. An important method to increase CPR and BLS success for any emergency case is to increase public knowledge and understanding of the practical applications of BLS intervention for a successful result after an emergency. An assessment of community knowledge and perceptions of BLS has not been performed in Saudi Arabia.

Our study aims to assess the BLS knowledge level of a Saudi population and to identify demographic factors such as age, gender, nationality, marital status, educational level, and monthly family income related to the level of knowledge about BLS.

Methods

Study Design and Data Collection

Our study is a cross-sectional descriptive study that was designed to assess the knowledge and perception about BLS among a Saudi population via an online questionnaire. The data were collected between July and August 2017 in Jeddah, Saudi Arabia.

Measures

Our questionnaire was developed by BLS provider National Health Care Provider Solutions, who provided permission to use the questionnaire [11]. The questionnaire adhered to the latest American Heart Association and Emergency Cardiovascular Care guidelines [12].

Our questionnaire was an online, multiple-choice, self-administered questionnaire in two parts. The first part focused on the participants’ demographic data, including age, nationality, gender, marital status, education, household income, place of residence, and district. The second part was about the responders’ perceptions about BLS, including the ratio for one rescuer giving CPR, how often should rescuers switch roles when performing two-rescuer CPR, the proper steps for operating an automated external defibrillator, site to check a pulse in a child whose age is between 1 year to puberty, the initial BLS steps in adults, critical characteristics of high-quality CPR, the five steps in the adult chain of survival, the recommended BLS sequence of steps, signs of airway obstruction, and how often the breaths are administered in an adult with an advanced airway in place during two-rescuer CPR (see Multimedia Appendix 1 for the questionnaire). A score of five or more was considered a passing score.

The survey was created initially in English, then translated and back-translated into the Arabic language by two independent translators. Any discrepancy was resolved through consensus.

The inclusion criteria included all males and females in the Saudi population. Participants who refused to participate or had a medical background were excluded.

A link to the questionnaire was distributed to the participants through Facebook and WhatsApp groups. They were informed on the first page of the questionnaire about the study with a disclaimer on it that only those people without a medical background could fill it; if they agreed, they could continue. The definition of “medical background” was left up to the participants to decide, but it included anyone who works or had worked in the health care system or was student in medical, nursing, dental schools, and any health care-related colleges. Basic health knowledge taught in school was not included in our definition. Ethical approval was obtained from the Unit of Biomedical Ethics, Research Committee at King Abdul Aziz University, before data collection started.

Statistical Analysis

Data were presented as a mean for central tendency with standard deviation for variance. The chi-square test was used to compare different variables. Statistically significant differences were defined as those with a $P < .05$. We used SPSS version 21 for data analysis.

Results

Our study included 301 responders. Of these, 278 (92.4%) were Saudi Arabian. The response rate was not possible to determine, but this was due to the online nature of the questionnaire. If they did not want to participate they could simply discard the link. The mean age for participants was 24.1 (SD 8.9) years. More than two-thirds of participants were younger than 25 years of age (227/301, 75.4%). The majority of responders were also female (217/301, 72.1%) and single (240/301, 79.7%). Of the respondents, more than half held a bachelor’s degree (174/301, 57.8%) and one-third had a total family income between 5000 SR to 10,000 SR. Most of the participants (245/ 301, 81.4%) lived in Jeddah, Saudi Arabia (see Table 1 for full demographic details of participants. Our participants’ BLS online exam scores ranged from 0 to 10, with a mean of 4.08 (SD 1.71). Only 39.2% (118/301) of participants passed the test. The percentage of participants who passed the exam was compared across various factors (Table 2) using the chi-square test.
There was no significant difference in the percentage of success between the following groups: age group younger than 25 years and 25 years or older; Saudis and non-Saudis; males and females; single, married, and divorced; different degrees of education; college educated or not; different levels of income; living in Jeddah or outside Jeddah; and the area living within Jeddah. There was no significant difference in the exam success rates among any of these groups (all \( P > .05 \)).
Table 2. Success rate differences among different variables.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Success, n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Failed</td>
<td>Passed</td>
</tr>
<tr>
<td>Age group</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;25 years</td>
<td>130 (57.8)</td>
<td>95 (42.2)</td>
</tr>
<tr>
<td>≥25 years</td>
<td>51 (68.9)</td>
<td>23 (31.1)</td>
</tr>
<tr>
<td>Nationality</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Saudi</td>
<td>171 (61.5)</td>
<td>107 (38.5)</td>
</tr>
<tr>
<td>Non-Saudi</td>
<td>12 (52.2)</td>
<td>11 (47.8)</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>56 (66.7)</td>
<td>28 (33.3)</td>
</tr>
<tr>
<td>Female</td>
<td>127 (58.5)</td>
<td>90 (41.5)</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>142 (59.2)</td>
<td>98 (40.8)</td>
</tr>
<tr>
<td>Married</td>
<td>40 (66.7)</td>
<td>20 (33.3)</td>
</tr>
<tr>
<td>Divorced</td>
<td>1 (100.0)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Educational level</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Illiterate</td>
<td>1 (50.0)</td>
<td>1 (50.0)</td>
</tr>
<tr>
<td>High school or less</td>
<td>67 (63.2)</td>
<td>39 (36.8)</td>
</tr>
<tr>
<td>Professional certificate (noncollege issued)</td>
<td>9 (81.8)</td>
<td>2 (18.2)</td>
</tr>
<tr>
<td>Bachelor</td>
<td>99 (56.9)</td>
<td>75 (43.1)</td>
</tr>
<tr>
<td>Masters or PhD</td>
<td>7 (87.5)</td>
<td>1 (12.5)</td>
</tr>
<tr>
<td>Monthly income (SR)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>less than 5000</td>
<td>26 (76.5)</td>
<td>8 (23.5)</td>
</tr>
<tr>
<td>5000 to 10,000</td>
<td>58 (58.0)</td>
<td>42 (42.0)</td>
</tr>
<tr>
<td>10,000 to 20,000</td>
<td>59 (60.2)</td>
<td>39 (39.8)</td>
</tr>
<tr>
<td>&gt;20,000</td>
<td>40 (58.0)</td>
<td>29 (42.0)</td>
</tr>
<tr>
<td>Residence</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jeddah</td>
<td>152 (62.0)</td>
<td>93 (38.0)</td>
</tr>
<tr>
<td>Outside Jeddah</td>
<td>31 (55.4)</td>
<td>25 (44.6)</td>
</tr>
<tr>
<td>Area</td>
<td></td>
<td></td>
</tr>
<tr>
<td>South</td>
<td>42 (66.7)</td>
<td>21 (33.3)</td>
</tr>
<tr>
<td>East</td>
<td>17 (58.6)</td>
<td>12 (41.4)</td>
</tr>
<tr>
<td>West</td>
<td>12 (60.0)</td>
<td>8 (40.0)</td>
</tr>
<tr>
<td>North</td>
<td>65 (61.9)</td>
<td>40 (38.1)</td>
</tr>
<tr>
<td>Center</td>
<td>22 (57.9)</td>
<td>16 (42.1)</td>
</tr>
<tr>
<td>Outside</td>
<td>25 (54.3)</td>
<td>21 (45.7)</td>
</tr>
<tr>
<td>College</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not college educated</td>
<td>77 (64.7)</td>
<td>42 (35.3)</td>
</tr>
<tr>
<td>College educated</td>
<td>106 (58.2)</td>
<td>76 (41.8)</td>
</tr>
</tbody>
</table>

Pearson correlation was done (Table 3) to test for significance between the total score and age and it showed a significant correlation between (P=.04). It was a very weak negative correlation (r=−.12), meaning the test total score tended to be lower if the participant was of older age. Spearman correlation was done between the total score and the educational level as well as the total score and income level, but there was no significant correlation in either case.
Table 3. Correlations between the total score and age, income level, and educational level (N=301).

<table>
<thead>
<tr>
<th>Total score versus</th>
<th>Correlation coefficient</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age(^a)</td>
<td>$-0.119$</td>
<td>$0.04$</td>
</tr>
<tr>
<td>Income level</td>
<td>$0.066$</td>
<td>$0.26$</td>
</tr>
<tr>
<td>Educational level</td>
<td>$0.052$</td>
<td>$0.37$</td>
</tr>
</tbody>
</table>

\(^a\)N=299. Our respondents completed all variables, except for 2 participants who did not fill the age variable. They were not excluded from the analysis.

Table 4. Distribution of college-educated participants according to different variables.

<table>
<thead>
<tr>
<th>Variable</th>
<th>College education, n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Not college educated</td>
<td>College educated</td>
</tr>
<tr>
<td>Age group</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;25 years</td>
<td>103 (45.8)</td>
<td>122 (54.2)</td>
</tr>
<tr>
<td>≥25 years</td>
<td>15 (20.3)</td>
<td>59 (79.7)</td>
</tr>
<tr>
<td>Nationality</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Saudi</td>
<td>114 (41.0)</td>
<td>164 (59.0)</td>
</tr>
<tr>
<td>Non-Saudi</td>
<td>5 (21.7)</td>
<td>18 (78.3)</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>30 (35.7)</td>
<td>54 (64.3)</td>
</tr>
<tr>
<td>Female</td>
<td>89 (41.0)</td>
<td>128 (59.0)</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>108 (45.0)</td>
<td>132 (55.0)</td>
</tr>
<tr>
<td>Married</td>
<td>10 (16.7)</td>
<td>50 (83.3)</td>
</tr>
<tr>
<td>Divorced</td>
<td>1 (100.0)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Monthly income (SR)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;5000</td>
<td>16 (47.1)</td>
<td>18 (52.9)</td>
</tr>
<tr>
<td>5000 to 10,000</td>
<td>29 (29.0)</td>
<td>71 (71.0)</td>
</tr>
<tr>
<td>10,000 to 20,000</td>
<td>44 (44.9)</td>
<td>54 (55.1)</td>
</tr>
<tr>
<td>&gt;20,000</td>
<td>30 (43.5)</td>
<td>39 (56.5)</td>
</tr>
<tr>
<td>Residence</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jeddah</td>
<td>97 (39.6)</td>
<td>148 (60.4)</td>
</tr>
<tr>
<td>Outside Jeddah</td>
<td>22 (39.3)</td>
<td>34 (60.7)</td>
</tr>
<tr>
<td>Area</td>
<td></td>
<td></td>
</tr>
<tr>
<td>South</td>
<td>19 (30.2)</td>
<td>44 (69.8)</td>
</tr>
<tr>
<td>East</td>
<td>9 (31.0)</td>
<td>20 (69.0)</td>
</tr>
<tr>
<td>West</td>
<td>8 (40.0)</td>
<td>12 (60.0)</td>
</tr>
<tr>
<td>North</td>
<td>44 (41.9)</td>
<td>61 (58.1)</td>
</tr>
<tr>
<td>Center</td>
<td>18 (47.4)</td>
<td>20 (52.6)</td>
</tr>
<tr>
<td>Outside</td>
<td>21 (45.7)</td>
<td>25 (54.3)</td>
</tr>
</tbody>
</table>

Being college educated or not was tested among different factors (Table 4). It was only significant with the age group (P<.001), and the percentage college educated was found to be higher in the age group older than 25 years. It was also significant for marital status (P<.001), where college education was higher in percentage in married participants than in singles. There was no significant difference regarding college education for the other factors, including nationality, gender, income level, residence in Jeddah, and area of living within Jeddah.
Table 5. Binary logistic regression result for the score (passed/failed).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Odds ratio (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nationality</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Saudi</td>
<td>0.499 (0.196-1.269)</td>
<td>.14</td>
</tr>
<tr>
<td>Non-Saudi (ref)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>0.732 (0.409-1.310)</td>
<td>.29</td>
</tr>
<tr>
<td>Female (ref)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single (ref)</td>
<td></td>
<td>.95</td>
</tr>
<tr>
<td>Married</td>
<td>1.163 (0.470-2.877)</td>
<td>.74</td>
</tr>
<tr>
<td>Divorced</td>
<td>0.000 (0.000)</td>
<td>&gt; .99</td>
</tr>
<tr>
<td>Monthly income (SR)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;5000 (ref)</td>
<td></td>
<td>.19</td>
</tr>
<tr>
<td>5000 to 10,000</td>
<td>2.631 (1.033-6.704)</td>
<td>.04</td>
</tr>
<tr>
<td>10,000 to 20,000</td>
<td>2.632 (1.023-6.772)</td>
<td>.05</td>
</tr>
<tr>
<td>&gt;20,000</td>
<td>2.773 (1.045-7.355)</td>
<td>.04</td>
</tr>
<tr>
<td>Residence</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jeddah</td>
<td>0.611 (0.327-1.143)</td>
<td>.12</td>
</tr>
<tr>
<td>Outside Jeddah (ref)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age group</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;25 years</td>
<td>1.933 (0.814-4.587)</td>
<td>.14</td>
</tr>
<tr>
<td>≥25 years (ref)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>College education</td>
<td></td>
<td></td>
</tr>
<tr>
<td>College educated</td>
<td>0.724 (0.433-1.210)</td>
<td>.22</td>
</tr>
<tr>
<td>Noncollege educated (ref)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>0.554</td>
<td>.42</td>
</tr>
</tbody>
</table>

*Ref: reference.*

Binary logistic regression was done to test for the effect of various factors on passing the test (Table 5). The Nagelkerke \( R^2 \) for the model was .064, meaning that the model could predict only 6.4% of cases. The only significant odds ratio was in the income groups compared to the group with income less than 5000 SR. The odds ratio for the income between 5000 and 10,000 was 2.63 (95% CI 1.03-6.70), for the group 10,000 SR to 20,000 SR was OR 2.63 (95% CI 1.02-6.77), and for the group with income greater than 20,000 SR, the odds ratio was 2.77 (95% CI 1.04-7.355), meaning that participants with income greater than 5000 SR had a higher chance of passing the exam.

**Discussion**

More than two-thirds of the study sample were female (72.1%), which is much higher than the latest census [13], and even most reported studies [14-16]. The majority of this population (75.3%) were young adults younger than 25 years. The percentage of bachelor’s degrees or higher holders was more than 60%; this may be attributed to the samples being collected in Jeddah, a city with three major universities. Despite this, the sample provided us with insight into a young, educated group, who had more time to gain BLS and CPR knowledge in university as evident by another study done in Riyadh, Saudi Arabia, where the largest number of participants with any CPR knowledge gained it while they were enrolled in university [17].

The number of participants who passed the test was only 118 (39.2%), which is higher than a similar study done in Hong Kong [16], but still less than other studies done in Poland, the United States, and Turkey [18-20]. Even with the higher scores, it does not necessarily mean the ones who passed had any previous BLS training. This can be explained partially by the possibility that some people do have general knowledge without attending BLS courses through courses in school and mainstream media. The American Heart Association has stated that to reduce both morbidity and mortality from OHCA in a significant manner, 20% of adults need to have CPR training [21].
Higher income (more than 5000 SR/month) was associated with higher chance of passing the exam. This can be explained alongside the high education levels: the higher the education level was, the more proportionately higher was the income [22]. However, both income and education were not correlated with higher total score. Age, on the other hand, was negatively correlated with the total BLS score, indicating that younger age was associated with a higher score. Although, it is weakly related, it is nonetheless significant. This may be attributed to forgetting the theoretical part of BLS, especially if more years have passed since they have been exposed to this knowledge. Some hospitals recommend taking refresher courses at least every 3 years [16]. This is due to the diligent aspects of resuscitation and that mistakes in any of its steps may compromise the whole process.

Numerous studies have demonstrated the effects of incorporating BLS support measures by trained regular citizens/laypersons, reducing both the rates of mortality and morbidity [23-25]. Individuals receiving CPR from trained citizens have been found to be four times more likely to live and survive for a month in comparison to those who did not receive CPR [26]. Increasing BLS training centers should be essential to improve the survival rates from OHCA. It should even include schools because it provides an opportunity to expose as much of the population as possible to resuscitation techniques. One region in the United Kingdom introduced its schools to CPR training and it was well received with more than 99% of its students agreeing to its benefit to them [27].

One of the limitations of our study is the small number and scope due to including just one city (Jeddah) in Saudi Arabia, thus the study may not represent the whole population of Jeddah. In comparison to the total Saudi population, our study contained more females and had more participants with a higher education, with generally a younger age group in comparison to the total Saudi population [13]. Another limitation of our study was the inherit bias in how participants decided whether they had a medical background. In addition, it was not possible to determine the response rate of the participants due to using social media sites to distribute the questionnaire. Also, a response was only registered after full completion of the questionnaire, so any person who stopped midway could not be accounted for. We propose more studies to be done that are more comprehensive and include the entire region of Saudi Arabia. Another limitation of this study is that it only tested the participant’s theoretical knowledge; testing it practically was not viable for our study population. Lastly, there was no way to ascertain if any of the population had prior BLS training or if they ever practiced any BLS measures in a real-life setting. This study demonstrated that the theoretical knowledge level of BLS among the general population in Jeddah was below average. There is a need to increase the public’s exposure to BLS education by raising awareness campaigns and government-funded training programs that aim to curb the incidence of OHCA in the Saudi community.
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Abstract

Background: The publication rate of neurosurgical guidelines has increased tremendously over the past decade; however, only a small proportion of clinical decisions appear to be based on high-quality evidence.

Objective: The aim was to evaluate the evidence available within neurosurgery and its value within clinical practice according to neurosurgeons.

Methods: A Web-based survey was sent to 2552 neurosurgeons, who were members of the European Association of Neurosurgical Societies.

Results: The response rate to the survey was 6.78% (173/2552). According to 48.6% (84/173) of the respondents, neurosurgery clinical practices are based on less evidence than other medical specialties and not enough high-quality evidence is available; however, 84.4% (146/173) of the respondents believed neurosurgery is amenable to evidence. Of the respondents, 59.0% (102/173) considered the neurosurgical guidelines in their hospital to be based on high-quality evidence, most of whom considered their own treatments to be based on high-quality (level I and/or level II) data (84.3%, 86/102; significantly more than for the neurosurgeons who did not consider the hospital guidelines to be based on high-quality evidence: 55%, 12/22; \( P < 0.001 \)). Also, more neurosurgeons with formal training believed they could understand, criticize, and interpret statistical outcomes presented in journals than those without formal training (93%, 56/60 and 68%, 57/84 respectively; \( P < 0.001 \)).

Conclusions: According to the respondents, neurosurgery is based on high-quality evidence less often than other medical specialties. The results of the survey indicate that formal training in evidence-based medicine would enable neurosurgeons to better understand, criticize, and interpret statistical outcomes presented in journals.

(KEYWORDS) evidence-based medicine; neurosurgery; levels of evidence

Introduction

Evidence-based neurosurgery is a paradigm of neurosurgical practice in which the best available evidence is consulted to establish the principles of diagnosis and treatment. These principles are applied considering the neurosurgeon’s training and experience, as well as being informed by the patient’s individual circumstances and preferences, to produce the best possible health outcomes [1]. Although evidence-based medicine (EBM) is the gold standard in medicine [1-3], it is estimated that only 10% to 25% of clinical decisions are based on...
high-quality evidence [4], defined as level I and level II evidence (see Table 1 for definitions) [5].

<table>
<thead>
<tr>
<th>Table 1. Levels of evidence in neurosurgery.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level of evidence</td>
</tr>
<tr>
<td>-------------------</td>
</tr>
<tr>
<td>I</td>
</tr>
<tr>
<td>II</td>
</tr>
<tr>
<td>III</td>
</tr>
<tr>
<td>IV</td>
</tr>
<tr>
<td>V</td>
</tr>
</tbody>
</table>

In 2011, a new rating system, the Grading of Recommendations Assessment, Development, and Evaluation (GRADE), was developed, which offers an outcome-centric system for rating the quality of evidence derived from different types of studies [6]. The GRADE guidelines enable the rating of the quality of evidence in systematic reviews and clinical guidelines, as well as a determination of the strength of recommendations made in these documents. To the best of our knowledge, neurosurgery is currently still using the levels of evidence more often than the GRADE guidelines.

Rothoerl et al [7] and Yarascavitch et al [5] published investigations into the levels of evidence in the neurological literature in 2003 and 2012, respectively. These studies assigned a level of evidence to all published clinical papers in three major neurological journals for the years 1999 and 2009-2010, respectively, graded according to the study design shown in Table 1 [5,8,9]. The authors found that 22.8% and 10.3% of evidence was considered higher-level evidence (level I or level II). Level I evidence, from randomized controlled trials yielding homogeneous results, was only found in 3.8% and 2.1% of the papers evaluated in these two studies, respectively.

These studies suggest that surgeons are increasingly turning their backs on research. Further evidence indicates that compared with a decade or two ago, surgeons apply for and receive fewer grants, publish less, and—perhaps most perniciously—feel that research is not part of their role [10]. Involvement in research allows surgeons to develop rigor in their everyday work and to judge, maintain, and improve the quality of the work done by their peers.

The goal of this study is to investigate the opinion of neurosurgeons about the evidence available in neurosurgical practice and the extent to which this evidence is implemented in clinical practice.

**Methods**

**Recruitment**

Evaluation by an ethical committee was not necessary for this study. A survey was conducted among 2552 members of the European Association of Neurosurgical Societies (EANS). The survey asked the opinion of neurosurgeons regarding the levels of evidence generated in neurosurgical studies, their understanding of the levels of evidence, and to what extent neurosurgeons implement evidence in clinical practice. The survey was emailed directly to the members of the EANS by the society’s administrative personnel. Data were collected over a period of 3 weeks from the date of the first mailing. Two reminders, each 1 week apart, were sent to the cohort.

**Survey**

The survey (Multimedia Appendix 1) was made using a Google Inc program (Google Forms) and consisted of 13 sections containing a total of 22 questions. Sections with multiple questions within the survey were randomized to minimize the influence of the sequence of questions on the answers. Levels of evidence were used instead of ratings determined using the GRADE recommendations because the levels are still more commonly used by neurosurgeons to the best of our knowledge. Participants were asked for their opinions on high-quality evidence, the usability of the results of different research methods in clinical practice, the amenability of neurosurgery to evidence, the quality of guidelines in their hospital and of the guidelines used by the neurosurgeons themselves, and the most important factors for choosing between treatments. The guidelines mentioned in the questionnaire were selected in a previous study [11], in which a PubMed search was used to identify the most recent guidelines available. These guidelines were then characterized by the strength of their evidence [11].

This search covered the Agency for Healthcare Research and Quality (AHRQ) National Guidelines Clearinghouse and included both European guidelines and American guidelines. The participants were also asked whether they had received formal training in EBM, such as EU-ebm or CEBM, and if they considered themselves capable of understanding, criticizing, and interpreting statistical outcomes in journals.

Most questions consisted of a five-item Likert scale, which was chosen because each item is of equal value, so the respondents were scored rather than the items. The Likert scale was also likely to yield highly reliable answers and is easy to read and complete [12]. Some questions, for example about formal training in EBM and the ability to understand, criticize, and interpret statistical outcomes, were asked with a choice of Likert scale answers to enable the neurosurgeons to “rate” their training or ability to understand outcomes. The remaining questions had binary answers or were choices between statements. Participation was voluntary and completely anonymous, and the purpose of the survey was explained to the participants.

**Statistical Analyses**

IBM SPSS version 22 (Armonk, NY, USA) was used for the statistical analyses. For the continuous data, Student t tests were used, whereas chi-square tests were used to analyze categorical
data. Some values, for example the number of years as a neurosurgeon, were categorized before being statistically examined. Comparisons were made between different groups of neurosurgeons. Multiple groups were formed based on the answers to the questions asked and their opinions on different aspects, and consisted of respondents responding with a positive answer (“strongly agree,” “agree,” or “yes”), a negative answer (“strongly disagree,” “disagree,” or “no”), or an indecisive answer (“indifferent”) to particular questions. Afterwards, comparisons were made between the answers and opinions of certain groups for different aspects of neurosurgery. Values are presented as a mean ±95% confidence interval (CI).

Results

The response rate was 6.78% (177 respondents) of the 2552 EANS members surveyed. All completed surveys contained complete data and had no partial or missing responses. Four respondents were excluded: three were still residents and one response was sent twice. A final total of 173 completed surveys (6.78%) were analyzed.

Respondent Statistics

Table 2 shows the demographics of the respondents. Their years of experience varied. Most respondents (98.3%, 170/173) were specialized in one or more subspecialties. Of these, 85.9% (146/170) were specialized in two or more subspecialties, with a mean of 3.2 per person (95% CI 2.97-3.43). A total of 57.2% (99/173) of the respondents had one or more academic qualifications, such as a professorship or a PhD. The majority of the respondents (79.2%, 137/173) worked in one of 29 European countries, mostly Germany (10.4%, 18/173), the Netherlands (7.5%, 13/173), Greece (6.4%, 11/173), or the United Kingdom (5.8%, 10/173).
Table 2. Demographics of the respondents (N=173).

<table>
<thead>
<tr>
<th>Demographics</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Years working as a neurosurgeon</strong></td>
<td></td>
</tr>
<tr>
<td>1-5</td>
<td>30 (17.3)</td>
</tr>
<tr>
<td>5-10</td>
<td>46 (26.6)</td>
</tr>
<tr>
<td>10-15</td>
<td>38 (22.0)</td>
</tr>
<tr>
<td>15-20</td>
<td>13 (7.5)</td>
</tr>
<tr>
<td>20-25</td>
<td>13 (7.5)</td>
</tr>
<tr>
<td>25-30</td>
<td>16 (9.3)</td>
</tr>
<tr>
<td>&gt;30</td>
<td>17 (9.8)</td>
</tr>
<tr>
<td><strong>Academic qualifications</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>99 (57.2)</td>
</tr>
<tr>
<td>Professor</td>
<td>28 (23.0)</td>
</tr>
<tr>
<td>PhD</td>
<td>67 (54.9)</td>
</tr>
<tr>
<td>MSPH</td>
<td>2 (1.6)</td>
</tr>
<tr>
<td>MPH</td>
<td>5 (4.1)</td>
</tr>
<tr>
<td>Other</td>
<td>20 (16.4)</td>
</tr>
<tr>
<td><strong>Subspecialty</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>170 (98.3)</td>
</tr>
<tr>
<td>Neurocritical care</td>
<td>62 (11.7)</td>
</tr>
<tr>
<td>Cerebrovascular neurosurgery</td>
<td>70 (13.2)</td>
</tr>
<tr>
<td>Neuroendovascular surgery</td>
<td>14 (2.6)</td>
</tr>
<tr>
<td>Spinal neurosurgery</td>
<td>121 (22.9)</td>
</tr>
<tr>
<td>Neurosurgical oncology</td>
<td>125 (23.6)</td>
</tr>
<tr>
<td>Pediatric neurosurgery</td>
<td>57 (10.8)</td>
</tr>
<tr>
<td>Peripheral nerve neurosurgery</td>
<td>35 (6.6)</td>
</tr>
<tr>
<td>Stereotactic and functional neurosurgery</td>
<td>30 (5.7)</td>
</tr>
<tr>
<td>Other</td>
<td>15 (2.8)</td>
</tr>
</tbody>
</table>

*aPhD: Doctor of Philosophy; MPH: Master of Public Health; MSPH: Master of Science in Public Health.

b28.6% of the neurosurgeons who answered “yes” had more than one academic qualification, with a mean of 1.2 per person (95% CI 1.11-1.29).
c85.9% of the neurosurgeons who answered “yes” had more than one subspecialty, with a mean of 3.2 per person (95% CI 2.97-3.43).

The remaining 36 respondents (20.8%, 36/173) worked in one of 18 non-European countries, particularly in countries in the Middle East (11.6%, 20/173), such as Saudi Arabia (2.9%, 5/173), Pakistan (2.3%, 4/173), and Iraq (1.7%, 3/173). The remaining respondents came mainly from Mexico (1.7%, 3/173), India (1.7%, 3/173), and the United States (1.2%, 2/173).

**Evaluation Outcomes**

Table 3 shows the opinions of the respondents regarding the levels of evidence and the use of EBM in clinical practice. Of the 173 respondents, 84 (48.6%) considered level I or level II evidence to be of high quality. Figure 1 shows the levels of evidence used by neurosurgeons in clinical practice; most respondents implemented all levels of evidence into their clinical practice. The results of randomized controlled trials (RCTs) with inconsistent, but promising, results were used by fewer than half of the respondents (45.7%, 79/173; Tables 4 and 5).

Every participant indicated the guidelines they used most often, to a maximum of three guidelines (Table 6). The level of evidence generated by the research underpinning each guideline is shown. Guidelines considering the surgical management of traumatic brain injury were most commonly used (39.3%, 68/173), followed by those for severe traumatic brain injury (38.2%, 66/173) and subarachnoid hemorrhage (38.2%, 66/173). Table 6 also shows the number of neurosurgeons using the guideline who subspecialized in the corresponding area of neurosurgery. The numbers of neurosurgeons specializing in the areas corresponding to the three most-used guidelines did not comprise a large percentage of the total number of neurosurgeons using these guidelines (48.5%, 48.5%, and 78.8% of neurosurgeons specializing in the surgical management of...
traumatic brain injury, severe traumatic brain injury, and subarachnoid hemorrhage, respectively). This may be because these three areas are all critical conditions that require immediate care; therefore, it is likely that most neurosurgeons will use these guidelines even if it is not their subspecialty.

Table 3. Levels of evidence considered by neurosurgeons to be of high quality and usable in clinical practice.

<table>
<thead>
<tr>
<th>Levels of evidence</th>
<th>Considered to be of high quality and usable in clinical practice, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>3 (1.7)</td>
</tr>
<tr>
<td>Level I</td>
<td>15 (8.7)</td>
</tr>
<tr>
<td>Level I and level II</td>
<td>69 (39.9)</td>
</tr>
<tr>
<td>Level I, level II, and level III</td>
<td>53 (30.6)</td>
</tr>
<tr>
<td>Level I, level II, level III, and level IV</td>
<td>2 (1.2)</td>
</tr>
<tr>
<td>All levels (Level I-V)</td>
<td>31 (17.9)</td>
</tr>
</tbody>
</table>

Figure 1. Levels of evidence used by neurosurgeons in clinical practice. The results are presented on a five-item Likert scale: (1) strongly agree, (2) agree, (3) indifferent, (4) disagree, or (5) strongly disagree.

Table 4. Studies used by the participants in clinical practice. Scores were given from 1 (strongly disagree) to 5 (strongly agree).

<table>
<thead>
<tr>
<th>Level of evidence</th>
<th>Studies</th>
<th>Studies used, mean (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>(1) RCT, (2) meta-analysis of RCTs with homogeneous results</td>
<td>3.8 (2.14-5.46)</td>
</tr>
<tr>
<td>II</td>
<td>(1) Prospective comparative study (therapeutic)</td>
<td>3.9 (2.48-5.32)</td>
</tr>
<tr>
<td>II</td>
<td>(2) Meta-analysis of level II studies</td>
<td>3.9 (2.34-5.46)</td>
</tr>
<tr>
<td>II</td>
<td>(3) Meta-analysis of level I studies with inconsistent results</td>
<td>3.3 (1.54-5.06)</td>
</tr>
<tr>
<td>III</td>
<td>(1) (Meta-analysis of) retrospective cohort study</td>
<td>3.8 (2.36-5.24)</td>
</tr>
<tr>
<td>III</td>
<td>(2) Case-control study</td>
<td>3.6 (2.06-5.14)</td>
</tr>
<tr>
<td>IV</td>
<td>(1) Case series</td>
<td>3.7 (2.02-5.38)</td>
</tr>
<tr>
<td>V</td>
<td>(1) Case report, (2) expert opinion, (3) personal observation</td>
<td>3.5 (1.64-5.36)</td>
</tr>
</tbody>
</table>

aRCT: randomized controlled trial.
Table 5. Summary of the overall survey results (N=173).

<table>
<thead>
<tr>
<th>Survey item</th>
<th>Strongly agree or agree, n (%)</th>
<th>Indifferent, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Factors important for choosing a treatment</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clinical experience is an important factor for choosing a treatment</td>
<td>172 (99.4)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Research is an important factor for choosing a treatment</td>
<td>160 (92.5)</td>
<td>10 (5.8)</td>
</tr>
<tr>
<td>Knowledge from patients and carers is an important factor for choosing a treatment</td>
<td>124 (71.7)</td>
<td>39 (22.4)</td>
</tr>
<tr>
<td>Local context and environment are important factors for choosing a treatment</td>
<td>123 (71.1)</td>
<td>42 (24.3)</td>
</tr>
<tr>
<td><strong>Use of research in clinical practice</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I use prospective cohort studies in clinical practice</td>
<td>134 (77.5)</td>
<td>34 (19.7)</td>
</tr>
<tr>
<td>I use meta-analysis of prospective cohort studies in clinical practice</td>
<td>130 (75.1)</td>
<td>35 (20.2)</td>
</tr>
<tr>
<td>I use (meta-analysis of) retrospective cohort studies in clinical practice</td>
<td>126 (72.9)</td>
<td>39 (22.5)</td>
</tr>
<tr>
<td>I use (meta-analysis of) RCTs(^a) with homogeneous results in clinical practice</td>
<td>122 (70.5)</td>
<td>41 (23.7)</td>
</tr>
<tr>
<td>I use case-control studies in clinical practice</td>
<td>113 (65.3)</td>
<td>42 (24.3)</td>
</tr>
<tr>
<td>I use case series in clinical practice</td>
<td>111 (64.2)</td>
<td>47 (27.2)</td>
</tr>
<tr>
<td>I use case reports, expert opinions, or personal observations in clinical practice</td>
<td>98 (56.6)</td>
<td>52 (30.1)</td>
</tr>
<tr>
<td>I use (meta-analysis of) RCTs with inconsistent, but promising, results in clinical practice</td>
<td>79 (45.7)</td>
<td>66 (38.2)</td>
</tr>
<tr>
<td><strong>Guidelines and treatment options</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment options I use are based on high-quality evidence</td>
<td>129 (74.5)</td>
<td>26 (15.0)</td>
</tr>
<tr>
<td>The neurosurgeons at my hospital are involved in the process of setting up the neurosurgical guidelines for my hospital</td>
<td>126 (72.8)(^b)</td>
<td>3 (1.7)(^c)</td>
</tr>
<tr>
<td>Guidelines at my hospital are based on high-quality evidence</td>
<td>102 (59.0)</td>
<td>49 (28.3)</td>
</tr>
<tr>
<td><strong>Training</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I can understand, criticize, and interpret statistical outcomes in journals</td>
<td>87 (80.3)</td>
<td>19 (11.1)</td>
</tr>
<tr>
<td>I have received formal training in EBM(^d)</td>
<td>60 (34.7)</td>
<td>29 (16.8)</td>
</tr>
<tr>
<td>Neurosurgery is amenable to evidence</td>
<td>146 (84.4)</td>
<td>19 (11.0)</td>
</tr>
</tbody>
</table>

\(^a\)RCT: randomized controlled trial.

\(^b\)Question was answered with “yes.”

\(^c\)Question was answered with “other.”

\(^d\)EBM: evidenced-based medicine.
Table 6. Most-used neurosurgical guidelines (N=173).

<table>
<thead>
<tr>
<th>Guidelines</th>
<th>Level of evidence in research used to develop guideline [11]</th>
<th>Neurosurgeons using this guideline, n (%)</th>
<th>Neurosurgeons using this guideline subspecialized in this field, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Head injury</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Surgical management of traumatic brain injury</td>
<td>Moderate</td>
<td>150 (86.7)</td>
<td>33 (49)</td>
</tr>
<tr>
<td>Severe traumatic brain injury</td>
<td>Moderate</td>
<td>68 (39.3)</td>
<td>32 (49)</td>
</tr>
<tr>
<td>Pediatric traumatic brain injury</td>
<td>Moderate</td>
<td>66 (38.2)</td>
<td></td>
</tr>
<tr>
<td>Mild traumatic brain injury</td>
<td>High/moderate</td>
<td>9 (5.2)</td>
<td>7 (8)</td>
</tr>
<tr>
<td><strong>Spine</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lumbar disk herniation</td>
<td>All levels</td>
<td>136 (78.6)</td>
<td>32 (84)</td>
</tr>
<tr>
<td>Cervical spine and spinal cord injury</td>
<td>Moderate</td>
<td>38 (22.0)</td>
<td>19 (100)</td>
</tr>
<tr>
<td>Degenerative lumbar spondylolisthesis</td>
<td>Moderate/low</td>
<td>19 (11.0)</td>
<td>19 (100)</td>
</tr>
<tr>
<td>Degenerative lumbar stenosis</td>
<td>Moderate/low</td>
<td>17 (9.8)</td>
<td>15 (88)</td>
</tr>
<tr>
<td>Degenerative cervical spine disease</td>
<td>Moderate</td>
<td>13 (7.5)</td>
<td>10 (77)</td>
</tr>
<tr>
<td>Lumbar spine fusion</td>
<td>All levels</td>
<td>11 (6.4)</td>
<td>11 (100)</td>
</tr>
<tr>
<td>Cervical radiculopathy and degenerative disease</td>
<td>All levels</td>
<td>10 (5.8)</td>
<td>10 (100)</td>
</tr>
<tr>
<td>Antibiotic prophylaxis in spine surgery</td>
<td>All levels</td>
<td>10 (5.8)</td>
<td>9 (78)</td>
</tr>
<tr>
<td>Intraoperative spinal monitoring</td>
<td>High</td>
<td>9 (5.2)</td>
<td>17 (88)</td>
</tr>
<tr>
<td>Somatosensory evoked potentials</td>
<td>Moderate</td>
<td>6 (3.5)</td>
<td>4 (67)</td>
</tr>
<tr>
<td>Vertebral osteomyelitis, diskitis, and epidural abscess</td>
<td>Moderate/low</td>
<td>1 (0.6)</td>
<td>1 (100)</td>
</tr>
<tr>
<td><strong>Vascular</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subarachnoid hemorrhage</td>
<td>All levels</td>
<td>96 (55.5)</td>
<td></td>
</tr>
<tr>
<td>Intracerebral hemorrhage</td>
<td>High</td>
<td>66 (38.2)</td>
<td>52 (79)</td>
</tr>
<tr>
<td>Extracranial carotid disease</td>
<td>High/moderate</td>
<td>23 (13.3)</td>
<td>19 (83)</td>
</tr>
<tr>
<td><strong>Tumor</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Glioblastoma</td>
<td>Moderate</td>
<td>7 (4.0)</td>
<td>6 (86)</td>
</tr>
<tr>
<td>Brain metastases</td>
<td>High/moderate</td>
<td>81 (46.8)</td>
<td></td>
</tr>
<tr>
<td><strong>Functional</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Deep brain stimulation</td>
<td>High/moderate</td>
<td>1 (0.6)</td>
<td>1 (100)</td>
</tr>
<tr>
<td>Vagal nerve stimulation</td>
<td>Moderate</td>
<td>11 (6.4)</td>
<td></td>
</tr>
<tr>
<td><strong>Other</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hydrocephalus</td>
<td>Moderate</td>
<td>22 (4.4)</td>
<td></td>
</tr>
<tr>
<td>Carpal tunnel syndrome</td>
<td>High/moderate</td>
<td>18 (3.6)</td>
<td>14 (78)</td>
</tr>
</tbody>
</table>

*aNot applicable.

According to 84.4% of the neurosurgeons (146/173), neurosurgery is amenable to evidence (Table 5); however, nearly half of the respondents (48.6%, 84/173) believed that neurosurgery is less based on evidence than other medical specialties. Despite this, 74.6% of the respondents (129/173) consider their treatments to be based on level I and/or level II evidence. Of those who believed neurosurgery is amenable to evidence, 78.8% (115/146 respondents) considered their treatments to be based on level I and/or level II evidence, whereas significantly fewer (25%, 2/8) of those who did not believe neurosurgery is amenable to evidence considered their research to be based on such high-quality evidence ($P = .048$).

Of the most-used neurosurgical guidelines (Table 6), only 9.78% (242/2469) were based on level I evidence, whereas 20.43% (545/2668) were based on level II evidence. Of the 129 respondents who believed their treatments were based on high-quality evidence, 50.4% (65/129) considered level I and/or level II to be high-quality evidence, whereas significantly fewer (39%, 7/18) of the respondents who did not consider their treatments to be based on high-quality evidence considered level I and/or level II to be high quality ($P = .02$).

Most respondents (72.8%, 126/173) were involved in the process of setting up the neurosurgical guidelines in their hospital. More
than half (59.0%, 102/173) of the respondents considered the
neurosurgical guidelines of their hospital to be based on
high-quality evidence. Of those who were involved in their
establishment, 65.9% (83/126) considered the guidelines of
their hospital to be based on high-quality evidence, compared
with just 43% (20/47) of those who were not involved (P=.02).
Of the 59.0% (102/173) of respondents who considered the
neurosurgical guidelines in their hospital to be based on
high-quality evidence, 84.3% (86/102) considered their own
treatments to be based on level I and/or level II evidence,
whereas 55% (12/22) of the respondents who did not consider
hospital guidelines to be based on high-quality evidence
considered their own treatments to be based on level I and/or
level II evidence (P<.001).
Only 34.7% (60/173) of the respondents said they had received
formal training in EBM. Of those who received formal training,
76% (46/60) considered their own treatments to be based on
level I and/or level II evidence, whereas 85% (71/84) of those
without formal training believed their treatments were based
on this level of evidence (P=.03).

The majority of respondents (80.3%, 139/173) said they could
understand, criticize, and interpret statistical outcomes in
medical research. This response was more common for
respondents who received formal training (93%, 56/60) than
for those without formal training (68%, 57/84; P<.001). There
was no difference between the number of respondents with and
without additional academic qualifications who stated that they
could understand, criticize, and interpret statistical outcomes
(85%, 84/99 and 74%, 55/74, respectively; P=.16).

All participants had the option to add their own comments at
the end of the survey. The most frequent comment was that the
lack of evidence is an important issue in neurosurgery. Neurosurgeons also said that RCTs are expensive and difficult
to perform, although well-designed prospective comparative
studies could be equally informative and easier to run. They
therefore concluded that dismissing study designs other than
RCTs when developing neurosurgical guidelines is holding
back neurosurgery.

Discussion

This study is unique because it is, to the best of our knowledge,
the first to evaluate the opinion of neurosurgeons in several
countries regarding the use of evidence in neurosurgery. Level
I and level II evidence is considered high quality; however,
despite a worldwide acceptance of this classification, only 48.5% of
the respondents (84/173) considered either level I or levels I
and II to be high quality. Moreover, all levels of evidence seem
to be used by the majority of neurosurgeons. Several
neurosurgeons commented that the lack of evidence is an
important issue in neurosurgery.

Indisputable advancements in neurosurgery have been
traditionally based on technical innovations advocated by
pioneers without rigid assessment in clinical trials; therefore,
changes in clinical practice have frequently been
technology-driven rather than strictly evidence-based [13].

Everyday clinical management in neurosurgery does not,
therefore, always seem to comply with the best available
evidence.

Since 1970, the rate of increase in the publication of guidelines
in all specialties has outpaced neurosurgery [11]; however, in
the past 5 years, the number of guidelines published per year
in neurosurgery has increased at the same rate as all specialties
[11]. The available literature shows that neurosurgery uses a
higher percentage of high-level evidence than some other
specialties, including general plastic surgery [14] and
maxillofacial surgery [15]; however, neurosurgery is still lagging
behind many other specialties, including orthopedics [16],
ophthalmology [17], otolaryngology [18], esthetic surgery [19],
and urology [20]. The situation in other fields resembles that
of neurosurgery; for example, 12.2% of the treatment for atrial
fibrillation is based on level I and II evidence [21], although
we could not find any data on the levels of evidence used in the
treatment of cardiovascular disease as a whole. When comparing
neurosurgery with oncology, we discovered that oncology uses
the AGREE (Appraisal of Guidelines for Research and
Evaluation) rating of guidelines [22-25]. The AGREE domains
(scope and purpose, stakeholder involvement, rigor of
development, clarity of presentation, applicability, and editorial
independence) [26] are not comparable with the levels of evidence, in which studies are graded by study design.

Of the respondents who participated in this study, 25.4% (44/173) did not think that, or know whether, the treatment
options they use are based on high-quality evidence. Ducis et
al [11] investigated the quality of the guidelines used in
neurosurgery clinical practice. In neurosurgery, 24.4% of the
guidelines were based mainly on level I recommendations,
whereas for vascular neurosurgery guidelines this percentage
is significantly higher: 51.9%. Some other specialties have
numbers of level I-based recommendations similar to
neurosurgery, including endocrinology [27], infectious diseases
[28], and hepatology [29]. Vascular neurosurgery is the
subspecialty with the highest publication rate in neurosurgery
[5], and vascular neurosurgery guidelines are the third most
commonly used in clinical practice (according to Table 6).
Guidelines relating to traumatic brain injuries are the most used
according to the respondents, but this subspecialty accounted
for just 6.4% of neurosurgery publications between 2009 and
2010 [5]. The level I-based recommendations for traumatic
brain injury guidelines accounted for only 5.6% of all
recommendations [11], significantly less than the level I-based
recommendations for spine guidelines (10.0%) and vascular
guidelines (51.0%), as assessed with a chi-square test (P<.001).

One participant commented that neurosurgery is currently based
more on eminence than on evidence. Eminence refers to a
clinical decision that is made solely by relying on the opinion
of a medical specialist or any prominent health professional
rather than the critical appraisal of the scientific evidence
available [30]. Evidence is an integration of clinical knowledge
and skills with the best critically appraised research available,
as well as patient values and preferences, in order to make a
clinical decision [30]. With the lack of evidence available to
neurosurgeons, neurosurgery seems indeed to be based more
on eminence than evidence in some cases.
Another neurosurgeon commented that the current definition of evidence-based neurosurgery is in dire need of rigorous update and expansion. A common misunderstanding of EBM is that a lack of available evidence means a lack of RCTs [31]. EBM evaluates the quality of evidence, based primarily on the likelihood that the evidence is biased. A powerful RCT is the best standard for evaluating this inherent bias, but it does not follow that only RCTs can be used to justify clinical practice in EBM; rather, EBM requires that we attempt to audit our decisions by obtaining the highest level of evidence ethically or logistically possible [31,32].

The differences in the confidence of neurosurgeons with and without formal training in EBM to adequately interpret the statistical outcomes presented in the literature was striking. Only 35% of the responding neurosurgeons (60/173) had received formal training in EBM and although it seems low, it is similar to that described in orthopedic surgery [33]. The lack of EBM training in neurosurgery has already been noted elsewhere; the University of Western Ontario in London, ON, Canada [34], and the American Accreditation Council for Graduate Medical Education [31] recently incorporated EBM into the curriculum for residency training programs in neurosurgery. Since EBM is based on the implementation of correctly interpreted research results, our findings may represent an argument for the introduction of more formal EBM training in the medical curriculum and supplementary training for neurological departments.

A major strength of this study is the broad representation of the opinions of neurosurgeons worldwide through the involvement of the EANS. EANS has a large number of members all over the world. The membership of EANS is primarily located in Europe, but neurosurgeons from all countries are permitted to join. However, some potential limitations should also be discussed. First, due to the low response rate, selection bias cannot be precluded, which hampers the generalizability of our results. For external email surveys, a response rate between 10% to 25% is usually considered the average [35,36]. The response rate to our survey was a little lower than average, which might be caused by a general lack of interest by neurosurgeons or because they did not recognize the importance of this study. Bias could have been introduced because the survey may have been selectively answered by those who consider EBM important, specifically those who were trained in EBM, involved in innovation and guidelines, or opinion leaders. Second, the participants of the survey may have chosen to provide socially desirable answers; however, this was counteracted by emphasizing the anonymity of the survey. A third potential issue is that neurosurgery is in the middle of transitioning from rating the guidelines using levels of evidence to rating them with the GRADE guidelines. We choose to use the levels of evidence here because they are currently more widely used by neurosurgeons; however, this could have been confusing for those who have already begun to use the GRADE guidelines.

The transition from using levels of evidence to the GRADE system is an important change in all medical specialties, including neurosurgery. The literature available about the evaluation of evidence in neurosurgery does not include the new system and is, therefore, in need of expansion and updating. The GRADE guidelines offer some major advantages over the levels of evidence, as they enable the rating of evidence in systematic reviews and guidelines and the grading of the strength of recommendations made in guidelines. Moreover, the GRADE system offers a transparent and structured process for developing and presenting summaries of evidence in systematic reviews and guidelines in health care, and for carrying out the steps involved in developing recommendations [6].

There are major gaps between the current definition of high-quality evidence (level I and level II) and neurosurgeons’ opinions of evidence. Neurosurgeons are willing to base their clinical decisions on more than just RCTs, relying on lower-quality evidence. The transition to the GRADE system is one way to overcome this issue because these guidelines are outcome-centric and do not rate each study as a single unit. In the GRADE approach, RCTs are initially considered to be high-quality evidence and observational studies are initially considered low-quality evidence supporting estimates of intervention effects. Five factors may lead the ratings to be decreased, whereas three other factors may lead to an increased rating. Ultimately, the quality of evidence for each outcome falls into one of four categories, from high to very low [6].

EBM is important when choosing between treatments for patients; however, shared decision making (SDM) was also developed alongside the introduction of EBM. According to 71.7% (124/173) of the respondents of this study, knowledge gained from patients and carers was an important factor in the selection of a treatment, whereas 22.5% of the respondents (39/173) were indifferent and 5.8% (10/173) did not believe that the knowledge of patients and carers was an important factor when choosing a treatment. Evidence from trials has shown that engaged patients consume less health care resources [37,38]; furthermore, when doctors are too focused on EBM, preference misdiagnoses (also known as silent misdiagnoses) can be made, causing the patient to receive an unwanted treatment [39]. EBM is important but has to be combined with SDM to give patients the right treatment. Learning to combine these two sides of medicine could be an important development in all specialties, leading to the optimization of health care for patients.

Understanding EBM is key to using it correctly in practice. This study shows that relatively few neurosurgeons have received formal training in EBM; thus, more training in EBM, both in the medical curriculum for residents and at neurosurgical departments, would enable neurosurgeons to improve their abilities to better facilitate the implementation of statistical results into clinical practice. It would be interesting to perform this research on a larger scale, including a wider multinational sample in the future.

According to the respondents, neurosurgery is less commonly based on high-quality evidence than other medical specialties. The results of the survey suggest that providing more formal training in EBM is desirable, enabling neurosurgeons to better understand, criticize, and interpret the statistical outcomes presented in journals.
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Abstract

Background: Childhood overweight and obesity health concerns can affect a student’s academic performance, so it is important to identify resources for school nurses that would help to improve self-efficacy, knowledge, and confidence when approaching parents with sensitive weight-related information and influence overall obesity prevention efforts in the school setting.

Objective: The purpose of this study was to conduct a Pennsylvania (PA) state-wide 29-item survey addressing school nursing barriers and practices, supplementing information already known in this area. Although the survey covered a range of topics, the focus was body mass index (BMI) screening and its related practice within the schools.

Methods: We conducted a state-wide Web-based survey of school nurses in PA to understand current areas of care, find ways to address child health through school BMI screenings and follow up, and identify current educational gaps to assist school nurses with providing whole child care within the realm of weight management. Chi-square test of independence was conducted to determine the relationship between BMI screening follow up and interest in a BMI toolkit.

Results: Nurse participants (N=210), with a 42% (210/500) response rate, represented 208 school districts across PA. Participants were asked about their current process for notifying parents of BMI screening results. The majority (116/210, 55.2%) send a letter home in the mail, while others (62/210, 29.5%) send a letter home with students. A small number (8/210, 3.8%) said they did not notify parents altogether, and some (39/210, 18.6%) notify parents electronically. More than one-third (75/210, 35.7%) of nurses reported receiving BMI screening inquiries from parents; however, under half (35/75, 46.7%) of those respondents indicated they follow up with parents whose child screens overweight or obese. Overall, the vast majority (182/210, 86.7%) do not follow up with parents whose child screens overweight or obese. The majority (150/210, 71.4%) of the nurses responded they would benefit from a toolkit with resources to assist with communication with parents and children about BMI screenings. A significant association between respondent follow up and interest in a BMI toolkit was observed (P=.01).

Conclusions: Schools must start recognizing the role school nurses play to monitor and promote children’s health. This goal might include involving them in school-based preventive programs, empowering them to lead initiatives that support whole child health and ensuring opportunities for professional development of interest to them. Nonetheless, the first step in facilitating obesity prevention methods within schools is to provide school nurses with meaningful tools that help facilitate conversations with parents, guardians, and caregivers regarding their child’s weight status and health through a BMI screening toolkit.
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Introduction

Rising rates of childhood overweight and obesity contribute to increased risk of chronic disease and other health concerns [1,2] that directly affect a student's academic performance [3]. While many environmental factors play a role in the rising prevalence of obesity, school-based health services hold enormous potential to affect children's health outcomes given the fact that children spend the majority of their waking hours in school settings [4]. Unfortunately, the School Health Policies and Practices Study [5] indicates few services linked to obesity prevention despite school nurses' ability and interest to champion strategies to curb rising obesity rates [6]. School nurses are limited in the knowledge and resources available for addressing the topic of childhood obesity prevention [7]. As a result, there is an inconsistency in the involvement of school nurses in students' weight management education [8]. The National Association of School Nurses (NASN) recognizes the role of the school nurse in promoting the prevention of overweight and obesity and has developed a comprehensive toolkit with resources to assist nurses with the management of overweight and obese youth [9]. Despite existing resources, state-specific mandates to school nursing practices make a one-size-fits-all approach to providing educational opportunities and support for students with obesity difficult. School nurses who are introduced to a toolkit, like that of the NASN, are offered an identifiable and feasible role in that of childhood obesity prevention training [10].

One strategy that has been used since April 2000, when the Centers for Disease Control and Prevention released body mass index (BMI) screening tools for males and females 2-20 years old, is for schools to conduct their own BMI screenings among their student population. Consistent with early identification practice criteria, the Institute of Medicine and the American Academy of Pediatrics identified BMI screening as a practice that should be implemented by schools annually to help children and their parents understand and address healthy body weight [11-13]. Currently, 25 states across the United States mandate BMI screenings or weight-related assessments in their public schools in which only 44% of those states require parental notification [14]. The inconsistency in additional follow up by schools for parent inquiries may prevent affected children from receiving treatment. While school nurses serve as the liaison between the school and parents in communicating health concerns, they cite barriers to addressing obesity with their students and families for a variety of reasons, including lack of parental engagement, inadequate knowledge, lack of support, societal norms, and low perceived competency [7,15]. At the core of the NASN Framework for 21st Century School Nursing Practice [16] is student-centered health care in the context of the student’s family and school community. This underscores the need to identify the resources and tools school nurses would find most helpful in improving communication and engagement with families and addressing weight-related health with their students.

Although BMI screening results are useful for educating parents and encouraging follow up with a health care provider when necessary, this information can also be used to monitor aggregate changes in BMI year to year and evaluate obesity prevention programs in the school setting. School nurses should be considered leaders for implementing effective school-based programs, as their involvement has resulted in improvements in BMI percentile in several studies [6]. Therefore, additional training opportunities to do so creates benefits beyond that of the role of the school nurse and, instead, expands to benefit students and the larger community [16,17]. Furthermore, nurse self-efficacy in performing childhood obesity prevention practices significantly influences involvement [18], underscoring the importance of determining professional development opportunities, specifically those that overcome traditional barriers related to time and financial resources [19].

Pennsylvania (PA) is 1 out of 11 states requiring BMI screening and BMI result reporting to parents or guardians [14]. Therefore, this study, focusing on PA school nurse BMI screenings, will provide insight into the efficacy and follow through of the school's role in childhood obesity prevention. We conducted a state-wide survey of school nurses in PA to understand current areas of care, find ways to address child health through school BMI screenings and follow up, and identify current educational gaps to assist school nurses with providing whole child care within the realm of weight management and education.

Methods

Design

This study included a cross-sectional Web-based survey delivered via email to 500 public school nurses in PA. Combined listservs for Penn State Health, PRO Wellness, and Penn*Link, an email listserv developed through the Pennsylvania Department of Education, were used to distribute the survey. All study and recruitment procedures were approved by the authors' institutional review board.

Procedure

School nurses were contacted in April 2016 to complete the survey through email invitation. The survey was open for 1 month and 2 reminders were sent to encourage participation. Inclusion criteria included school nurses in PA schools who were English-literate. Participants were prompted with consent language prior to entering the survey; thus, entering the survey implied consent to participate. The survey consisted of closed-ended, multiple choice, open-ended, and Likert-type scale questions and required 15 minutes to complete. Although survey respondents were anonymous, they were directed to a contact form on the Penn State PRO Wellness website to provide contact information for receipt of a gift card to compensate them for completing the survey.

Instrumentation

The purpose of this study was to conduct a PA state-wide 29-item survey addressing school nursing barriers and practices, supplementing information already known in this area. The study team worked collaboratively with the Director of the Division of School Health at the Pennsylvania Department of Health to design the survey. Questions were based upon identified information gaps. The survey was researcher developed consisting of 3 broad categories of information. The
categories included (1) demographic of the school; (2) primary areas of care; and (3) general development and methodology of school nurse practices. It aimed to understand current practices and resource preferences for addressing student health and discuss BMI screening results and professional development needs. Although the survey covered a range of topics, the focus was BMI screening and its related practice within the schools.

Within the primary areas of care section of the survey, nurses were asked to share common areas of care provided to students on a daily basis and partnerships in completing mandated health screenings. Additionally, this section addressed BMI screenings by asking about BMI letter usage, inquiries, and follow up. Specific questions asked of school nurses included how school nurses notify parents of BMI screening results, whether or not they commonly receive inquiries, whether or not school nurses would benefit from a toolkit with resources to help communicate with parents and children about BMI screenings, topics of greatest and least interest to include in the toolkit, and format of toolkit information (Figure 1 and Table 1). Further questions asked about topics of interest for professional development, methods of delivery of educational opportunities, and areas of need for assistance.

Figure 1. Body mass index (BMI) toolkit topics of interest.
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Table 1. Keywords and survey responses.

<table>
<thead>
<tr>
<th>Keyword</th>
<th>Original survey response</th>
</tr>
</thead>
<tbody>
<tr>
<td>BMI letter</td>
<td>BMI screening letter</td>
</tr>
<tr>
<td>Counseling</td>
<td>Counseling and motivating overweight children and families</td>
</tr>
<tr>
<td>Obesity interventions</td>
<td>Current resources in obesity interventions (school-based)</td>
</tr>
<tr>
<td>Goal setting</td>
<td>Goal setting and follow up</td>
</tr>
<tr>
<td>Referral to pediatrician</td>
<td>Growth screening referral to pediatricians</td>
</tr>
<tr>
<td>Nutrition</td>
<td>Nutrition messaging</td>
</tr>
<tr>
<td>Follow up and referral</td>
<td>Protocol for ongoing follow up and referral</td>
</tr>
<tr>
<td>School nurse role</td>
<td>Role of the school nurse</td>
</tr>
<tr>
<td>Conversation help</td>
<td>How to talk about BMI with students and their parents</td>
</tr>
<tr>
<td>Resources for families</td>
<td>Tools for students and parents on nutrition and physical activity</td>
</tr>
<tr>
<td>Treatment options</td>
<td>Treatment options</td>
</tr>
<tr>
<td>Current programs</td>
<td>Wellness and weight management programs</td>
</tr>
</tbody>
</table>

aBMI: body mass index.
Participants
Nurse participants (N=210), with a 42% (210/500) response rate, represented 208 school districts from urban (14/208, 6.7%), suburban (102/208, 49.0%), and rural (92/44.2%) locales within the state of PA. This is a representative sample of PA schools according to data obtained from “The Center for Rural Pennsylvania” [20], which indicates that 47.6% (238/500) of the districts classify as rural and 52.4% (262/500) as suburban or rural. On average, these districts employ between 4 and 19 full-time nurses depending on urban or rural classification, with a mean student population of 4170 students. Depending on the size of the school district, some school nurses serve all grade levels. All grade levels were represented in the sample, including pre-K (46/210, 21.9%), elementary (132/210, 62.9%), and secondary (94/210, 44.7%) levels.

Data Analysis
Descriptive analysis was conducted using means and SDs. Chi-square test of independence was conducted to determine the relationship between BMI screening follow up and interest in BMI toolkit. The BMI screening follow up question “In addition to the BMI letter, how do you follow up with parents whose child screens overweight or obese?” was dichotomized, with responses of “phone call,” “email,” or “letter home” categorized as “yes” and “do not follow up” categorized as “no.”

Results
Body Mass Index Screening and Results
Participants were asked about their current process for notifying parents of BMI screening results. The majority (116/210, 55.2%) send a letter home in the mail, while others (62/210, 29.5%) send a letter home with students. A small number (8/210, 3.8%) said they did not notify parents altogether, and some notify parents electronically, either by email (8/210, 3.8%) or by posting in a parent portal (31/210, 14.8%).

More than one-third (75/210, 35.7%) of the nurses reported receiving BMI screening inquiries from parents; however, under half (35/75, 47%) of those respondents indicated they follow up with parents whose child screens overweight or obese. Overall, the vast majority (182/210, 86.7%) do not follow up with parents whose child screens overweight or obese. The majority of the nurses (150/210, 71.4%) responded they would benefit from a toolkit with resources to assist with communication with parents and children about BMI screenings. Of those that answered no (60/210, 28.6%), most (31/60, 51%) indicated that the parents are not interested in further discussion, do not take the screening seriously, or feel offended by the results. A significant association between respondent follow up and interest in a BMI toolkit was observed (P=.01).

For topics of inclusion in a BMI toolkit, participants were presented with a list of 12 options and asked to select 3 that would be most helpful to them and 3 that would be least helpful to them (Figure 1). The highest-ranking topics for a toolkit included tools for students and parents on nutrition and physical activity (99/210, 47.1%), counseling and motivating overweight children and families (78/210, 37.1%), wellness and weight management programs (77/210, 36.7%), and current resources in obesity interventions (76/210, 36.2%). School nurses prefer to receive this information via quick, one-page fact sheets (90/210, 42.9%), posters (85/210, 40.5%), or electronic or printable toolkit (81/210, 38.6%).

Professional Development Needs
To fully understand the breadth of a school nurse’s priorities and development, our survey expanded beyond the topic of BMI screening. The survey asked about which areas of professional development were of interest. High-ranking topics included diabetes management (138/210, 65.7%), communicable disease control (138/210, 65.7%), and health education (135/210, 64.3%). Additionally, 101 respondents provided write-in topics of interest, including mental health or drug abuse (22/101, 21.8%), nutrition or health and wellness (13/101, 12.9%), concussions or sports injuries (10/101, 9.9%), allergies or asthma (8/101, 7.9%), dermatology (6/101, 5.9%), and other miscellaneous topics such as community resources, legal issues, sexual health, and emergency care (Figure 2). For preferred method of information distribution, respondents selected self-paced Web-based course as their top choice (154/210, 73.3%), followed by recorded webinars (128/210, 61.0%), email newsletters (111/210, 52.9%), an annual health summit (69/210, 32.9%), and live webinars (44/210, 21.0%).

Current Practices
Participants were presented with the question “Which of the following are the most common areas of care you provide to your students?” and were asked to respond to 7 different areas of care with either “very common,” “somewhat common,” or “less common.” Respondents answered “very common” with the highest frequency to the following areas of care: acute illnesses (205/210, 97.6%), student injury (159/210, 75.7%), and chronic illnesses (132/210, 62.8%).
Discussion

Principal Findings

Overall, school nurses follow the PA mandate to complete BMI screenings with related communication to parents via a letter or email. However, though a large portion admitted to receiving inquiries from parents and students regarding BMI screening results, only half of those indicated they follow up on such inquiries. Also, overwhelmingly, the majority (182/210, 86.7%) did not follow up after initial notification of results to parents, indicating school nurses may require additional guidance for providing individualized support to students and parents about childhood overweight and obesity. Furthermore, the majority (150/210, 71.4%) indicated they could benefit from a BMI toolkit with resources to help communicate to parents about BMI screening results and to address weight-related concerns, and most (143/210, 68.1%) saw a need for more professional development opportunities that could aid them in serving as health champions and supporting whole child health in their districts. This study adds to the literature by examining educational needs and interests of PA school nurses, including specific topics of interest for a BMI toolkit and professional development.

Pennsylvania is 1 of only 25 states nationwide that require BMI screenings or weight-related assessments and only 1 of 11 states to require parent notification of results. Though most school nurses in the sample (201/210, 95.7%) responded favorably to communicating initial results to parents, an overwhelming majority (182/210, 86.7%) indicated that further follow up does not occur even if inquiries are received. This indicates a missed opportunity to provide guidance to families regarding lifestyle changes, improved nutrition, and other treatment options that could ultimately improve obesity rates. Though results from this study do not identify the reason for this lack of follow up, it has been well documented that school nurses face many barriers at individual, school, and societal levels that prevent them from feeling confident and able to address weight-related concerns with their students and families [7].

Many resources to support school nurses with weight-related health already exist, including the NASN obesity toolkit [9], though the specific screening requirements of PA schools may require the development of additional guidance to more adequately support nurses in PA and other states with similar mandates. Most (151/210, 71.9%) of the respondents indicated they would benefit from a BMI toolkit; furthermore, 92.8% (195/210) of those that currently follow up on BMI screening results expressed interest in a toolkit, and 67.6% (142/210) of participants who do not currently follow up on BMI screening results expressed interest in a toolkit, indicating that regardless of current follow-up practices, the majority saw benefit in a toolkit for assistance with parental communication. A significant portion of responses indicated they would not benefit from a BMI toolkit (109/210, 52%) citing lack of parental engagement as a reason. However, other studies have shown parents are primarily concerned with confidentiality and message content (ie, no weight-labeling) and do see benefit in receiving additional follow up to support healthy eating, physical activity, and overall lifestyle change in the home environment [21]. It is important to identify resources for school nurses that would help to improve self-efficacy, knowledge, and confidence when approaching parents with sensitive weight-related information. Better integration of public schools into children’s health care can result in systems of care that will more successfully manage and prevent obesity.

To our knowledge, there is little known regarding specific topics of interest that school nurses feel would assist them with improving weight-related communication with their students and families. To fill this gap, this study asked school nurses to identify 3 topics that would be most helpful for inclusion in a toolkit and 3 topics they feel would be least helpful for inclusion from a list of 12 topics. Based upon this information, school nurses prefer resources to counsel children and their families,
educational materials, and information about current weight management programs and preventive interventions. Least helpful is information regarding the screening letter and growth screening referral, indicating that their interest in serving as facilitators of obesity prevention efforts may be greater than their interest in simply providing information. These results further help to identify materials nurses would most likely utilize and promote to beneficially supplement this BMI screening process.

In addition to targeted follow up with families of students who screen as overweight or obese, districts should acknowledge and support school nurses as leaders in overall school health by involving them in obesity prevention efforts and providing them with the resources, both time and financial, to take advantage of professional development opportunities to improve knowledge and self-efficacy. One survey conducted in a sample of 221 school nurses found that most (76%) supported the use of school health services for obesity prevention, but the same study further calls for time and support from the school for success [17]. Although it may seem counterintuitive to provide education and training to health professionals, literature suggests many health care providers, such as school nurses, are not comfortable providing these services [6,7]. A 2015 survey conducted by NASN with 8006 school nurses nationwide determined that “staff and student wellness” was one of the top 6 identified educational needs of school nurses (30.8% of survey) [22]. The survey in this study broke this down further into 8 categories to determine specific topic areas related to staff and student wellness. This data should be utilized by health educators and local agencies to provide meaningful continuing education opportunities that are of greatest interest to school nurses.

Study Limitations

There are several limitations within the study design that should be addressed. For instance, the sample is limited to school nurses in the state of PA. As the data are derived from a single state, findings specific to BMI screenings and supporting resources may not be generalizable across other states; however, 25 states do require BMI screening or weight-related assessments. Furthermore, mandates on professional development requirements and required school screenings vary by state, so survey results from other populations may indicate different priorities. Questions posed in the survey were developed by the research team and Pennsylvania Department of Health after reviewing the more broadly disseminated NASN school nurse survey. Questions were created to supplement results already known regarding barriers and educational needs of school nurses, so this survey did not ask specific questions about barriers but rather inquired about specific topics of interest related to supplemental materials, resources, and trainings to help overcome known barriers. Furthermore, the reliability and validity of the measure is unknown.

Conclusions

Despite juggling a host of student health services, school nurses fill a critical need in each district throughout the state in keeping children’s weight at a healthy level. It is the NASN’s position that the school nurse supports the physical, mental, emotional, and social health of students and their success in the learning process. Recognizing the important role school nurses play to monitor and promote children’s health, schools should involve them as key players in a role beyond anthropometric measurement when it comes to obesity prevention efforts. This goal might include involving them in school-based preventive programs, empowering them to lead initiatives that support whole child health and ensuring opportunities for professional development of interest to them. Nonetheless, the first step in facilitating obesity prevention methods within schools is to provide school nurses with meaningful tools that help facilitate conversations with parents, guardians and caregivers regarding their child’s weight status and health through a BMI screening toolkit. In PA schools, where BMI screening with parent notification is required, there is an opportunity to turn the added responsibility of this process into an opportunity to curb rising obesity rates.
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Abstract

Background: Owing to the fact that firefighters have unique health risks, access to firefighter-specific internet-based health information is a potential mechanism for achieving better health and work outcomes.

Objective: The objective of our study was to identify the amount and nature of health information resources available on Canadian firefighter-specific websites and the extent to which resources are consistent across websites as a surrogate indicator of diffusion of information.

Methods: A search of health resources on firefighter websites (union and employer) for all Canadian provinces, major cities and a subset of smaller cities, and the International Association of Fire Fighters (IAFF) website was conducted on Google (July 2017). Content was identified and classified based on the type of resource, health focus, and location. The quantity and nature of the resources were summarized using descriptive statistics.

Results: Among all (N=313) websites reviewed, 41 websites had health information with a cumulative total of 128 resources that addressed firefighter mental (59/128, 46.1%), physical (43/128, 33.6%), and work health (26/128, 20.3%). The highest density of information was found on international and national websites (13 resources per website) and the least on local websites (1 resource per 7 websites). Three provinces (Ontario, Quëbec, and British Columbia) hosted 81% (65/80) of the provincial, territorial and local resources. General mental health (20/59, 34%), posttraumatic stress disorder (14/59, 24%), and suicide (14/59, 24%) were the most prevalent topics within the mental health resources, whereas half (21/43, 49%) of all physical health resources were on cancer. No resources from Northern Canada were found. Musculoskeletal health was not mentioned in any of the resources identified. There was minimal cross-linking of resources across sites (only 4 resources were duplicated across sites), and there was no clear indication of how the content was vetted or evaluated for quality.

Conclusions: There was wide variation in the amount and type of information available on different firefighter websites with limited diffusion of information across jurisdictions. Quality evaluation and coordination of resources should be considered to enhance firefighters’ access to quality health information to meet their specific needs. Mental health and cancer information aligned with high rates of these health problems in firefighters, whereas the lack of information on musculoskeletal health was discordant with their high rate of work injury claims for these problems.
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# Introduction

Firefighting involves complex and uncontrollable situations during fire suppression, rescues, and medical calls. These risks carry many inherent risks to mental and physical health [1]. Notable occupational hazards include exposure to carcinogens [2-4], smoke [5], high physical demands [6], and traumatic incidents [7]. The three main areas of firefighters’ health concerns are cancer [1,2], mental health issues [8-10], and musculoskeletal (MSK) injuries or cumulative trauma [11].

MSK injuries and cumulative disorders (MSKD) are not usually deadly; however, they present a predominant barrier to healthy work role participation. MSKD are the most common injuries and causes of firefighter work loss claims [1,6,12] with overexertion accounting for one-third of firefighter injury claims [13]. A study conducted by Frost and colleagues in 2013 found that MSK sprains and strains accounted for 64% of injuries reported in the Calgary Fire Department [6]. Tyakoff and colleagues [14] found that 44% of all firefighter injuries occurred on the fire scene and most were due to falls, contusions, and smoke inhalation. We found that almost half of firefighters have MSK pain localized to at least one body site [11].

A recent systematic review conducted by Jones looked at the relationship between duty-related trauma exposure and increased risk for mental health problems in first responders. The team found the accumulation of repeated traumatic exposures from calls to be a key risk factor for posttraumatic stress disorder (PTSD), depression, suicide, alcohol use, and sleep disturbances [7]. Firefighters from the United States and Canada [15] demonstrated PTSD prevalence rates of 22% and 17%, respectively, and associated the development of PTSD symptoms to traumatic incident exposures. “Dead on arrival” and “serious injury accidents” are common exposures among Canadian and US firefighters which may have cumulative effects, although the mechanisms are complex and multifactorial [16]. Firefighter-specific health information that could be reviewed online is particularly salient because firefighters have unique exposures and work within a male-dominated environment, where open discussion of mental health problems is challenging.

Another major area of health concerns for firefighters is cancer, with a meta-analysis demonstrating increased risk of multiple cancers [17], including testicular cancer, melanoma, brain cancer, esophageal cancer, and prostate cancer [18]. Owing to the fact that the increased risk of cancer is thought to be at least partially due to toxic exposures in the line of duty, awareness, prevention strategies, screening, and early management are important dimensions that can be supported by targeted health information.

Research from the Pew Internet Project conducted in 2013 discovered that 72% of internet users in the United States went online for health information [19]. Most firefighters have periods of down time and web access at their fire stations, making the web a feasible source of health information and independent learning. Further, because firefighters resist acknowledging the need for psychological help [20], the availability and anonymity of seeking health information online is especially attractive for health conditions that might have negative connotations [21].

Despite extensive research being conducted on the effects of occupational hazards on the physical and mental health of firefighters, very little attention has been paid to studying the access firefighters have to health information and how this information contributes to injury prevention and treatment. Web-based interventions for stress and anxiety management for the general population have been developed and evaluated [22,23]. However, these are unlikely to meet the needs of firefighters, given the unique and persistent exposures to critical incidents and high physical demands of urgent tasks [24,25].

Because we know that firefighters have unique information needs and are most likely to trust information coming from firefighter-specific websites, it would be helpful to understand their current access as a foundation for planning future improvements. The purpose of this study was to identify and characterize health information resources available on Canadian firefighter websites. A secondary purpose was to determine the extent to which the resources were concordant across sites as an indicator of diffusion of information across fire services.

# Methods

## Context

The population of Canada is 35,151,728, according to the 2016 Canada Census [26]. Canada is a large country geographically with a small number of large cities and large rural areas with low population. The number of professional firefighters in Canada was estimated to be 26,000 in 2016, which represents 0.72 firefighters per 1000 residents [27]. The number of volunteer firefighters was estimated to be 126,650 or 3.49 per 1000 residents [27].

## Identifying the Research Question

This structured search explored the nature and extent of available resources pertaining to the physical and mental health of firefighters by searching fire department and firefighter union websites across Canada. Relevant websites were defined as any webpages on department or union websites that contained information on the prevention, treatment, or any course of action targeting physical and mental health injuries.

## Identifying the Relevant Websites

### Search Strategy

Google was used as the sole search engine for searches to explore resources on published fire department and firefighter union websites because this is the search engine most likely to be used by firefighters. A 3-layered search strategy (national, provincial or territorial, and local) was implemented to garner the widest scope possible while maintaining depth. In addition, because Canada is a subdivision that falls under the umbrella of the parent organization, the International Association of Fire Fighters (IAFF), the IAFF website was also included. For the national and provincial or territorial level searches, the following 3 types of unions or associations were explored: fire chiefs, professional firefighters, and volunteer firefighters. All searches were performed in July 2017.
The international and national search involved the IAFF, the Canadian Volunteer Fire Services Association, and the Canadian Association of Fire Chiefs websites. Once the association website was found, a detailed search of each page and any links on the website was conducted to identify any health-related information resources. Although many websites had information in a limited number of hierarchical levels, the IAFF website was more layered and required more extensive exploration of multiple levels to access all of the information on the website. A similar search occurred on the provincial and territorial level. Here we used Google to find the fire chiefs, professional firefighters, and volunteer firefighters association websites for the 10 provinces and 3 territories in Canada and then conducted a detailed search of each page of the website.

The initial search strategy and data extraction were developed using Ontario websites because Ontario is the largest province and has the largest proportion of the country’s population. Thus, we expected that Ontario would have the greatest number of websites. We searched for each of the 444 municipalities in Ontario, as determined by the Association of Municipalities of Ontario [28]. Upon further examination of the major cities in Ontario, the search strategy was revised to look at all “single tier” municipalities (eg, Toronto, Hamilton) and “upper tier, regional” municipalities (eg, the City of Mississauga, part of the Peel region). For the rest of the municipalities in Ontario, only the major cities under counties and districts were examined (see Multimedia Appendix 1 for a detailed list of Ontario municipalities included in the search). This strategy was then extended to other provinces, although each province had a different method of organizing its municipalities. To carry a similar search methodology across provinces, the search focused on the 20 most populated cities in each province (other than Ontario), as determined by the 2016 Canadian census [26]. In provinces with regional firefighter associations encompassing smaller municipalities (New Brunswick), the regional association websites were also included in the search (see Multimedia Appendix 1 for a full list of municipalities included in the search).

**Search Terms**

For the international and national level search, the following search terms were used: IAFF, IAFF Canada, Canadian Association of Fire Chiefs, and Canadian Volunteer Firefighters Association. For the provincial and territorial level search, the following search terms were used: province or territory fire chiefs association, province or territory professional firefighters association, and province or territory volunteer firefighters association. For the local level search, once the municipalities to be included were chosen (see Multimedia Appendix 1), the following search terms were used to find websites: city or town fire chiefs association and city or town firefighters association.

**Selecting Websites**

**Inclusion and Exclusion Criteria**

Official websites in English or French affiliated with a fire department or firefighter association were included. Resources were included if the firefighter website provided a link to the resource. Additional unlinked resources on the secondary website were not counted or classified. Websites under construction or inaccessible at the time of the search and social media accounts of the fire department or association were not included. This study also excluded links on firefighter websites that led to the homepages of other firefighter associations to avoid double-counting.

**Charting the Data (Health Resources)**

The team developed the initial data extraction sheet and revised it based on piloting. The coding was established to classify what health problem the resource addressed, focusing on the two domains of health (physical and mental health). Because some resources were generally related to work health that could cross both physical and mental health domains, this category was added. Iterative consultation with team members was used to check consistency and subgrouping of codes. Data from the IAFF website were coded separately because it is a unique international body that has a specified mandate for firefighter health and safety. The format of the resources was classified into, for example, checklists, apps, and forums. A supplementary table (see Multimedia Appendix 2) for tools was created to collect additional information on the tools’ formats, health foci, and intended purposes.

**Collating, Summarizing, and Reporting Results**

Given the large numbers of resources and codes, the data were further synthesized to characterize the major types of information available. A descriptive numerical summary (frequency distributions or percentages) was used to describe the overall number of websites included, type of websites found, types of resources, topics or focus of the resource, and location of the website publication. Summary tables were used to describe the health information resources based on type, format, and content area. The differences in the total numbers or percentages are due to rounding.

**Results**

**General Findings**

Overall, we found large variability in the type of health information available and the density of the information on different websites. None of the websites mentioned a process for quality appraisal or relevance vetting by firefighters to determine which type of information was posted.

**Distribution of Health Resources**

It was found that despite the relatively large number of associations and departments having websites (N=313), only 41 of the 313 websites (13.1%) contained health information resources relating to firefighters’ mental, physical, and work health. From these 41 websites, 128 resources were found with almost half (59/128, 46.1%) focused on mental health, a third (43/128, 33.6%) focused on physical health, and the rest (26/128, 20.3%) focused on work health, as seen in Figure 1.

---

For more details, please refer to the original publication.
The international and national, provincial, and local firefighter websites each contained approximately one-third of the resources found. The IAFF, national fire chief, and firefighter websites accounted for more than half (22/43, 51%) of all the resources found on physical health. The provincial and territorial and local firefighter websites focused on mental health; approximately half of all resources found on these websites addressed topics such as PTSD, critical incident stress, and suicide, as seen in Figure 2 and Table 1.

The resources identified in this study were predominantly found on firefighter websites from Central Canada (Québec and Ontario) and the West Coast (British Columbia). Of the total number (n=80) of resources found on the provincial and territorial and municipal level, 65 were found in these 3 provinces; of these, 42 resources were from Ontario and Québec (Central Canada) and 23 from British Columbia (West Coast). In all the regions in Canada, mental health was the most common focus on firefighter health resources. No resources of any kind were found from the firefighter websites from the Canadian Territories in the North (Yukon, Northwest Territories, Nunavut), although fire department and association websites were identified, as seen in Figure 3.

**Format and Topic of Focus**

Resources on mental health (n=59) varied in format, most commonly existing as information sheets (13/59, 22%), information packets with multiple pages (9/59, 15%), and manuals (9/59, 15%; defined as larger and more structured...
publications with a table of contents). Articles, videos, and links to website home pages were less common, each contributing 10% (6/59) to the total number of resources identified. Many (20/59, 34%) of the mental health resources were general in topic, and there was a relatively even split between more specific topics addressed, as seen in Table 1. Resources on physical and work health were equally diverse in format, as seen in Tables 2 and 3.

A common format for physical health resources (n=43) was links to webpages (15/43, 35%), whereas a large portion of work health resources (n=26) were forms (10/26, 38%), often relating to the administrative processes involved in work injury and return-to-work (eg, workplace safety course registration; work injury or exposure claims; health insurance claims; physician statements; and return-to-work or work accommodation to track injured worker’s progress). Predominant topics addressed in physical health resources (n=43) were cancer (21/43, 49%) and health hazards (10/43, 23%). Work health resources (n=26) were most commonly on safety (12/26, 46%) and protocols (7/26, 26%).

### Density and Variation of Resources

The density of resources was highest on international and national level websites with 40 health information resources found on 3 websites (approximately 13.3 resources per website). Provincial websites averaged around 2 resources and websites with 49 resources found on 24 websites.

### Table 1. Format and topic of focus for mental health resources (n=59).

<table>
<thead>
<tr>
<th>Format</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sheet</td>
<td>13 (22)</td>
</tr>
<tr>
<td>Manual</td>
<td>9 (15)</td>
</tr>
<tr>
<td>Info packet</td>
<td>9 (15)</td>
</tr>
<tr>
<td>Other</td>
<td>9 (15)</td>
</tr>
<tr>
<td>Article</td>
<td>6 (10)</td>
</tr>
<tr>
<td>Homepage</td>
<td>6 (10)</td>
</tr>
<tr>
<td>Video</td>
<td>6 (10)</td>
</tr>
<tr>
<td>Poster</td>
<td>1 (3)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Topic of Focus</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>General</td>
<td>20 (34)</td>
</tr>
<tr>
<td>Posttraumatic stress disorder</td>
<td>14 (24)</td>
</tr>
<tr>
<td>Suicide</td>
<td>14 (24)</td>
</tr>
<tr>
<td>Critical incident stress</td>
<td>11 (18)</td>
</tr>
</tbody>
</table>

Figure 3. Distribution of health resources in different regions of Canada.
Table 2. Format and topic of focus for physical health resources (n=43).

<table>
<thead>
<tr>
<th>Physical health resources</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Format</strong></td>
<td></td>
</tr>
<tr>
<td>Homepage</td>
<td>15 (35)</td>
</tr>
<tr>
<td>Sheet</td>
<td>11 (26)</td>
</tr>
<tr>
<td>Report</td>
<td>7 (16)</td>
</tr>
<tr>
<td>Video</td>
<td>8 (19)</td>
</tr>
<tr>
<td>Manual</td>
<td>2 (5)</td>
</tr>
<tr>
<td>Info packet</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Other</td>
<td>3 (7)</td>
</tr>
<tr>
<td><strong>Topic of Focus</strong></td>
<td></td>
</tr>
<tr>
<td>Cancer</td>
<td>21 (49)</td>
</tr>
<tr>
<td>Health hazards</td>
<td>10 (23)</td>
</tr>
<tr>
<td>Fitness</td>
<td>6 (14)</td>
</tr>
<tr>
<td>Other</td>
<td>3 (7)</td>
</tr>
<tr>
<td>Burns</td>
<td>2 (5)</td>
</tr>
<tr>
<td>Reproductive</td>
<td>1 (2)</td>
</tr>
</tbody>
</table>

Table 3. Format and topic of focus for work health resources (n=26).

<table>
<thead>
<tr>
<th>Work health resources</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Format</strong></td>
<td></td>
</tr>
<tr>
<td>Form</td>
<td>10 (38)</td>
</tr>
<tr>
<td>Info packet</td>
<td>5 (20)</td>
</tr>
<tr>
<td>Sheet</td>
<td>4 (15)</td>
</tr>
<tr>
<td>Homepage</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Poster</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Video manual</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Article</td>
<td>1 (4)</td>
</tr>
<tr>
<td><strong>Topic of Focus</strong></td>
<td></td>
</tr>
<tr>
<td>Safety</td>
<td>12 (46)</td>
</tr>
<tr>
<td>Protocol</td>
<td>7 (26)</td>
</tr>
<tr>
<td>Accommodation</td>
<td>3 (12)</td>
</tr>
<tr>
<td>General</td>
<td>2 (8)</td>
</tr>
<tr>
<td>Prevention</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Disability</td>
<td>1 (4)</td>
</tr>
</tbody>
</table>

Conversely, across 282 local websites, only an additional 39 health information resources were located (1 resource per 7 websites), indicating a much smaller density of information on these websites. Most of the 128 resources found were unique. Only 4 duplicate resources were found, which were mainly web links to other organizations providing relevant information (eg, asbestos.com and mesotheliomagroup.com).

**Tools**

In addition to cataloging information resources, we classified resources as tools if they were structured to implement or execute specific actions or serve as a platform for engagement (eg, checklists, surveys, and mobile applications). Only a small number of tools specific to firefighters were identified. The tools (n=12) found on local websites mostly focused on physical health (10/12, 83%) with the most common format being a members' forum (7/12, 60% of all local tools). Overall, the most common types of tools were generic or focused on work health.
Work tools included operational resources that firefighters needed to implement workplace health and safety. The tool resources were provided in a variety of formats from forums to checklists and information packets. The majority (4/7, 57%) of national and provincial tools (n=7) were formatted as references, as seen in Figure 4.

Trends
The IAFF website was a major source of health information specific to firefighters. In addition to health information, it provided information about in-person training courses and programs on firefighter health and safety. Provincial and local websites frequently linked to IAFF health and safety resources, as seen in Multimedia Appendices 3 and 4 in tables on IAFF mental and physical health resources.

The British Columbia (BC) Professional Fire Fighters’ website (Multimedia Appendix 5) was especially rich in mental health resources because it had a dedicated page to mental health resources that covered a wide focus, including critical incident stress management, suicide awareness, and maintaining mental health. Apart from BC’s mental health resources, Ontario had the most resources on the provincial and local levels. It had 4 provincial websites (fire chief, professional, volunteer, and women). Overall, 17 out of 102 local websites contained information and 42 out of 128 resources found were from Ontario.

In general, health information resources were most often on union, rather than employer, websites. This was particularly apparent at the local level, where almost all resources found were on firefighter association websites and very few on the municipal fire department websites.

Discussion
Principal Findings
This study suggests that the process by which health information is provided to firefighters through their websites is highly variable and informal in terms of a process for vetting or sharing of information. This high variability might indicate that champions for a cause, expertise in different areas, experiences within the local environment, and other factors may influence what health resources are posted on websites. The one common link for health information is IAFF, which contains the most firefighter-specific health information and resources. However, the uniqueness of information with limited crossovers between different websites indicates that there is little diffusion of information across contexts.

The density of information and provincial differences indicates that resources may be a substantial issue in determining what is shared because smaller organizations and poorer provinces had the fewest health resources. Owing to the fact that the duplication of health resource development would be a poor utilization of public dollars, greater sharing of health resources across websites or a single repository of information might facilitate effective dissemination of firefighter health information resources. Because the majority of firefighters in Canada are volunteer firefighters, with few resources and little time for face-to-face knowledge sharing, sharing of internet resources would also enhance equity in access to information. Web-based information can be shared easily across contexts, including those without the resources to create their own websites.

Given the high rate of injuries and illnesses that firefighters incur, optimizing their access and use of health information are important. Firefighter-specific websites exist for many functions beyond sharing health information. This is reflected by the fact that only 13.1% (41/313) contained any health information. Many websites, particularly city department websites, were intended for public education, providing information on the fire department, fire prevention, and outreach programs in the community. Because these are all important aspects of the fire service mandate, it is important to recognize the important competing demands that exist in terms of website development and maintenance. The development, vetting, interpretation, and application of firefighter-specific health information requires substantial resources. Labor union and association websites were more likely to provide resources that are focused directly on firefighters, which is consistent with their mandate in comparison to the fire service that has a primary mandate for public safety.

The types of resources located reflect program development and priorities in different localities. The variation in content across different cities or provinces partially reflects the
The fact that almost half (59/128, 46.1%) of all resources we found had a mental health focus was consistent with firefighters’ need for support to deal with higher rates of exposures to traumatic events [25]. Their day-to-day job involves situations that the general public may only see once in a lifetime [25]. Owing to this, firefighters have often noted the need for occupation-specific resources adapted for their line of work. In particular, firefighters acknowledge the importance of camaraderie and peer support in dealing with job stressors [29].

The prominence of this content reflects the recent increased awareness of these problems related to public safety personnel [9,10]. Early program development, with respect to mental health in BC (mental health resiliency programs), is reflected in the higher density of information pertaining to that topic. Although not all the elements of the mental health resiliency program may be accessible on firefighter websites, greater focus on a topic within a jurisdiction can cause firefighters to access or share more health information on this topic.

Web-based discussion forums or resources may be particularly valuable in the fire service because a community of practice or virtual support group could be established, where people share common experiences or access contextually relevant information. The advantage of using the internet for sharing mental health experiences is that people can choose to remain anonymous. A study on university students with mental health issues found that about one-third of them used the internet to deal with their mental health problems. The single most common reason cited for valuing Web-based mental health resources was that it provided anonymity [30].

Similarly, our study found that physical health resources often addressed the cancer risks due to exposure to carcinogens. Some of the few linked websites that appeared recurrently were the home pages of mesothelioma information and cancer support organizations. Mesothelioma is a rare, aggressive form of cancer that develops in the lining of the lungs, abdomen, or heart; it has no known cure and has a very poor prognosis. Firefighters are particularly at risk because exposure to asbestos is the major risk factor. A study by Daniels conducted in 2013 found a two-fold increase in malignant mesothelioma mortality and incidence in firefighters compared with that found in the general US population [31]. Given the exposure to multiple carcinogens during fire suppression and clean-up [3-5], it was unsurprising to find such a large number of cancer resources. Further, this is directly aligned with substantial literature demonstrating that firefighters are at an increased risk of different cancers. A large registry study on males with cancer found that being a firefighter was associated with higher rates of testicular cancer, melanoma, brain cancer, esophageal cancer, and prostate cancer [32]. Health information resources that encourage awareness, screening, and protection strategies could be important in mitigating these risks, for example, decontamination procedures have been widely implemented [33].

The lack of resources on MSK health stands in stark contrast to the fact that MSK injuries are among the most common injuries incurred by firefighters [6,14]. Furthermore, the lack of any resources on injury prevention on websites contrasts with the fact that substantial efforts have focused on the creation of generic MSK injury programs [34,35]. Although studies have demonstrated high rates of MSK injuries during fire suppression and training, the websites did not identify any resources specifically designed to reduce these types of injuries. It is possible that some of these resources are integrated into training programs that are delivered face-to-face or in protected sections. However, there is no reason to think that there is preferential “hiding” of MSK health resources behind firewalls in comparison to other health topics. Therefore, the lack of resources about MSK health of firefighters indicates either a research gap in that area or a lack of perceived importance within the fire service. Because MSK problems are often the most common work injury claims within the fire service [1,13,14,36], the lack of health resources in this regard indicates an important gap. The need for health information to prevent or manage MSK problems specific to firefighters is emphasized by a number of factors, which suggest that this will continue to be a substantial problem. The fire service workforce is aging, consistent with our aging workforce. Aging is associated with more MSK problems. Further studies indicate that older firefighters tend to have more MSK problems [11]. Because firefighters often start their careers with good physical health and improve their health during their early training, it can be a challenge, given the variable nature of their physical activity to maintain that high level of fitness [37]. More Web-based resources for active-duty firefighters directed toward maintaining fitness may assist with mitigating this issue. In firefighters, fitness is particularly important for preventing injuries, given the high physical demands of the occupation and the unpredictable tasks performed during fire suppression [38].

Some aspects of health that were notably absent included sleep and nutrition which are potentially important to both physical and mental health. This is a notable absence because shift work potentially impacts both of these health behaviors.

This study provides an indirect insight into the knowledge translation processes that are currently taking place with respect to health information for firefighters. Effective dissemination would be reflected in concordance or as duplicate information across websites. However, we found only four duplicates across the websites from which we extracted information. This lack of overlap is a proxy for limited dissemination. Although firefighters might be motivated to go to the IAFF website for information, recognizing it as an umbrella organization, it is unlikely that they would go to multiple websites for information. A generalized and central firefighter-specific website that features structured information sharing processes might improve dissemination of information.

Another observation was the lack of transparent processes for how information was included on websites. Both the scientific quality and the relevance of the information should be important considerations. Although these might have been considered, it was unclear to what extent this was true. Therefore, the quality of the information that is being provided to firefighters is
uncertain. Of course, some resources did contain references. However, this was variable. Firefighter-specific health information is dependent on firefighter-specific health research. Generally, research that focuses on single occupations presents challenges for researchers and may not have the capacity that disease-specific health research does. This suggest that health researchers who focus on firefighter-specific topics have a heightened obligation to ensure that they engage in knowledge translation to optimize the dissemination and implementation of their work.

Regionally, Ontario was the province with the most resources available on both the provincial and local levels. This is likely because Ontario has the greatest number of firefighters in Canada with over 11,000 professional firefighters as members of the Ontario Professional Fire Fighters Association [39]. Another major contributor to the resources identified in this study was BC. This reflects substantial investments in the creation of mental health resources, despite the fact there are significantly fewer firefighters (4000) in the BC Professional Fire Fighters Association [40]. Larger organizations could be expected to have greater capacities for developing health information resources and investing in regular website updates to share those resources. Disparities in health can arise from unequal access to health information. The majority of firefighters in Canada are volunteers, and volunteer associations usually have limited resources. Because more rural areas of the country have more volunteer firefighters and small taxation bases, the likelihood of differential information access is high. Dissemination of well-developed health information in more associations has a potential to improve the health of the entire firefighter work force. Many firefighter association websites contained login-protected resources. The locked away resources potentially create a divide between volunteer and professional firefighters because many websites were members-only for firefighters who were part of the union or association. Most of the association websites identified in this study were for professional firefighters only, which means that volunteer firefighters were less likely to be able to access information on their mental, physical, and work health.

**Strengths and Limitations**

This paper provided a snapshot of the Web-based health information resources from a large number of websites that may be accessed by firefighters across multiple contexts and provinces in Canada. We used a structured process to extract available resources and classify them. Although this information provides insights into the health resources available, focus, knowledge translation outcomes and gaps in the field, the nature of the work also has substantial limitations that must be considered when interpreting the results.

First, we searched only Web-based information; we recognize that this represents a fraction of the health information available to firefighters. Firefighters engage in substantial training, conferences, and other learning opportunities that likely provide additional information. Second, some of the websites had password-protected areas which we were unable to access and these areas may have contained additional resources. Third, we did not evaluate the quality of the resources.

A further limitation is that we analyzed websites and content separately, not accounting for the interdependence between the two. Further, we could not ascertain from reading websites what processes for development and vetting of resources might actually be present across different organizations. We also do not know whether firefighters are not disseminating the information or just not posting the available information on their websites. There is a possibility that firefighters shared information on social media accounts which were not included in this study.

In Ontario, only the single districts, regions, and major cities were searched, and in other provinces, the 20 most populous cities’ websites were searched; therefore, there is a chance that some resources from smaller cities or towns were missed. Although possible, this is unlikely because very little health information was found on websites for the smaller cities (eg, beyond the 10th most populated city in each province). In many of the smaller provinces, such as Prince Edward Island, New Brunswick, and Nova Scotia, there were fewer than 20 cities that existed within the entire province. Thus, all cities were included. This provided a comprehensive overview of the resources available to firefighters on fire department and association websites. Another limitation is the possibility of misclassification because a majority of the coding was conducted by a single person. To limit misclassification, the ongoing coding was examined regularly with another investigator and random rechecks of the classification were performed. Nevertheless, in classifying information, it is inevitable that the complexity of the information is lost and classifications are oversimplification of the information that was provided. An additional limitation arises from the fact that we only searched firefighter-specific websites and important information specific to firefighters could have been contained on other websites. We did this because we heard from firefighters that they tended to go to their local websites or provincial or IAFF for information. However, there are examples where substantial contributions to public safety health that would be relevant to firefighters would be contained elsewhere, for example, the Canadian Institute for Public Safety Research and Treatment recently published mental health resources (Web-based self-screening tools and research papers) for first responders [41]. The Vancouver firefighters have a critical incident stress management website [42] that is not linked to their fire department or association websites and contains information on a mental health resiliency program that was developed by Vancouver Fire and Rescue Services in collaboration with the Canadian Mental Health Association-Vancouver Fraser [43].

**Implications**

The key recommendations arising from this study are the need for better coordination and sharing of health information resources specific to firefighters. Greater linkage between firefighter-specific health research and health information resources for firefighters is needed. We suggest that formal processes for evaluating what health information is shared with firefighters, widespread dissemination of lay summaries of firefighter-specific research, collaboration between researchers and firefighters, and sharing of information on formal evaluation.
of existing health programs would all be important contributions to effective knowledge translation. An emerging awareness of the important challenges facing firefighters with respect to firefighter health and programs was evident for mental health, whereas substantial gaps in MSK health resources were also evident. Given that some associations had few information resources, the need for greater sharing to decrease health inequities across regions is clear. Knowledge repositories and inventories that document firefighter-specific health information and those that are broadly shared might leverage existing knowledge for greater health impacts. Future research should focus on developing and evaluating the effectiveness of firefighter-specific health information resources and tools and knowledge translation plans should include widespread dissemination through firefighter websites.
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Abstract

Background: Websites are common sources of health information to stroke survivors and caregivers for continual management of stroke and its long-term sequelae. The presence of risk factors and mortality rates related to stroke are high in Korean Americans. A vast majority of this group are active Web users and rely on the Web-based information due to lack of insurance and, thus, limited access to long-term stroke care. Thus, it is critical to evaluate existing stroke websites for their trustworthiness, readability, and suitability.

Objective: The objective of our study was to provide a systematic evaluation of stroke-related websites regarding (1) trustworthiness, (2) readability, and (3) suitability for stroke prevention and self-management for Korean Americans.

Methods: We selected a total of 156 websites using search terms “stroke,” “CVA,” “중풍 (jungpung),” and “뇌졸증 (noejoljung)” on Google and Yahoo. After eliminating duplicates and irrelevant websites (n=116), we evaluated a total of 42 websites (15 in English and 27 in Korean) using the National Library of Medicine's health website's evaluation tool for trustworthiness; Simple Measure of Gobbledygook for readability; and Suitability Assessment of Materials for suitability. All three instruments used the 3-point Likert scale: superior (=2), adequate (=1), or not suitable (=0).

Results: Of the 42 websites evaluated, we rated 62% (26/42) websites as “adequate” or above for trustworthiness. The information on 48% (20/42) websites had not been updated for more than a year, which indicates poor currency; 33% (14/42) websites failed to provide the publisher and contact information, which yields poor authority; 50% (21/42) websites did not cite sources of health information, which indicates lack of accuracy. Only 2 websites met the recommended readability (5th grade or lower reading level). The suitability was also suboptimal; only 1 website was rated as “superior”; 60% (25/42) websites were “adequate,” and 38% (16/42) were “not suitable.” Most websites were limited in graphical directions, interactive motivations for desired healthy behaviors, and multiple language translations.

Conclusions: The existing stroke-related websites in either English or Korean are trustworthy and suitable, yet precise citation of evidence-based information will improve trustworthiness. The contents requiring high reading level may set a barrier to the utilization of Web-based health information for Korean Americans with a lower level of education. In addition, supplementing graphical examples, interaction features, and culturally relevant information in multiple languages are the areas for improvement in suitability. The improved features can reduce the reading burden of stroke patients or caregivers and build their confidence when applying the information for stroke management in daily living. These strategies are especially crucial to Korean Americans, who inevitably seek Web-based information to fill the gap between their demand and access to health care for a long-term self-management after a stroke.
Introduction

With advancements in the internet services and communication technologies, both release and seeking of health information through the Web have been exponentially growing. In the United States, 89% of adults use the internet, and among them, 72% look up online for health information [1,2]. Use of mobile phones has made the access to health information ubiquitous. Recent surveys have reported that 77% of US adults own a mobile phone, and among them, 62% have used their phone to get information about a health condition [3,4].

Use of Web-based health information is common among Korean Americans [5-8], who constitute about 1.8 million and are the fifth largest Asian American population in the United States [9]. One possible reason for this population using websites as an important resource for health information may be the limited access to health care professionals due to lack of health insurance [10]. Korean Americans record one of the lowest rates of health insurance coverage among all racial and ethnic groups living in the United States [11-13]. The limited English proficiency, which is predominant in first-generation (75.5%) and monolingual (37%) immigrants, has also contributed to limited health care access among this group [14,15]. Limited health care access increases Korean Americans’ sense of self-responsibility and may lead individuals to be more active in seeking health information through available sources, such as Web-based information [10].

Universally, individuals with chronic or stigmatized diseases such as stroke are more likely to search for health information on the internet than those without the health conditions [16-19]. Stroke is the foremost cause of serious long-term disability, with high health care cost [20], and puts an increasing economic burden on health care resources [21]. The varying degrees of long-standing disability, as a result of stroke, lead to patients and their caregivers living with daunting long-term management. Stroke often results in emotional, cognitive, and physical impairments, which tend to be visible to others and cause stigmatizing social experiences after stroke [22,23]. With this burden, stroke survivors and caregivers often use websites as resources of information that they need [24].

Stroke is the third leading cause of death among Korean Americans [25]. The proportionate mortality ratios of stroke, especially hemorrhagic stroke, have been reported to be higher among Korean American women (2.07) and men (1.89) than among non-Hispanic white women (1.06) and men (0.94) [26]. Furthermore, the elderly have a higher prevalence of stroke risk factors, such as hypertension and dyslipidemia, than Caucasians, and the former lack knowledge about stroke [27]. Thus, prevention and appropriate long-term management of stroke and the sequelae with quality information is critical in this population.

Obtaining Web-based health information can be beneficial for or harmful to people. The explosion and proliferation of health information available online are on the promise that these online resources can confirm or broaden patients or families’ understanding of diseases and treatment opinions that influence health care decisions and empower them to effectively self-manage health conditions [28,29]. However, the quality of the Web-based health information, generally in trustworthiness, readability, and suitability aspects, is often questioned. Online health information seekers could be at risk of finding unreliable or inappropriate information from the websites. Incorrect or inappropriate health information can be used in an improper way and can cause detrimental outcomes by negatively influencing health care-related decisions [30,31]. As patients have a wide range of health information literacy, some patients are unable to critically assess health information or might misinterpret it [31]. Online health information can be advantageous only if it is understandable to the consumers [29].

Considering the high demand of Web-based health information in native or English language among Korean Americans, who have limited English proficiency, it is critical for the websites to be trustworthy with up-to-date, reliable, and accurate information, which is readable and suitable for this specific population. Thus, it is important to examine the trustworthiness, readability, and suitability of health information available in native and English languages on the websites. The study findings will facilitate devising strategies to better design and implement stroke-related websites.

The purpose of this study was to address the following question: Is the Web-based stroke information adequate for Korean Americans to read, understand, and engage in stroke care? Specifically, we aimed to evaluate stroke-related websites in terms of their (1) trustworthiness, (2) readability, and (3) suitability for stroke prevention and self-management in this group.

Methods

Selection of the Websites for Stroke

Initially, we considered a question that how Korean Americans would seek stroke information on the internet. One of the common behaviors exhibited was bilingual searches in their health information seeking as a technique for coping with limited English proficiency [32]. In general, people selected health websites within only the first one or two pages of search results (10 results per page) when searching the internet; about half of the internet users entered a single query [32,33]. In van Deursen and van Dijk’s [33] study, nobody used advanced search features (eg, Boolean operators like AND, OR, and NOT). In fact, Google and Yahoo have been the most popular search engines among Koreans and Americans [2,32].

Based on a review of these studies about online health information-seeking behaviors of Korean Americans, we
searched stroke-related websites in Google and Yahoo search engines using the following terms: “Stroke,” “CVA,” “중풍” (jungpung),” and “뇌졸증” (noejoljung). The term, “Stroke” is health care consumers’ preferred term listed in the Consumer Health Vocabulary Initiative [34]. The term, “CVA” is another representative term for stroke. Furthermore, “중풍” and “뇌졸증” are the most commonly used Korean terms to indicate “stroke.” We retrieved a total of 156 stroke-related websites that appeared on the 1st and 2nd pages only after searching. With the use of terms “Stroke” and “CVA,” Google revealed 45 sites, while Yahoo led to 35 sites. Searching with the use of terms “중풍” and “뇌졸증” resulted in 36 sites from Google and 40 sites from Yahoo. Then, irrelevant websites, which were newsletters, commercial and noncommercial advertisements, and homonyms such as stroke motion in swimming or tennis, were excluded. After duplicates and the irrelevant sites (n=116) were eliminated, a total of 42 websites (15 in English and 27 in Korean), including those of the not-for-profit organizations, clinics, magazines, and blogs, were selected.

**Evaluation Tools**

**Trustworthiness**

We initially evaluated each website for its trustworthiness using the following three criteria for health websites’ evaluation endorsed by the National Library of Medicine (NLM) [35]: currency or timeliness (when was the website last updated?); authority (who published the website?); and accuracy (are the sources cited reliable?). Each criterion was rated on a 3-point Likert scale, where 0=not suitable, 1=adequate, and 2=superior. The descriptions for each point are presented in Table 1. Thus, the possible total score per site ranged from 0 to 6, with higher scores indicating better trustworthiness.

**Readability**

We evaluated the readability of the information on selected websites using the Simple Measure of Gobbledygook (SMOG) Readability Test and the Reading Grade level of the Suitability Assessment of Materials (SAM) instrument. The SMOG has been validated as very easy to compute and provide a reasonably accurate measure of readability when evaluating consumer-oriented health care materials in many studies. We used the English version of the SMOG measure for evaluating the websites published in English [36] and the Korean version [37] for the websites in Korean. The formula requires counting 10 consecutive sentences at the beginning, middle, and end of website pages (30 total sentences). Second, it requires counting the number of words with ≥3 syllables in the 30-sentence sample. Then, with the total number of polysyllabic words counted, the grade level is determined using the SMOG conversion table. When using the SAM, the reading grade level can be measured by using different reading formulas, including the SMOG. Studies on the readability of patient education materials have often used both the SMOG and SAM tools together. For example, Rosenfeld et al [38] and Shieh and Hosei [39] computed the SMOG scores and integrated the scores to SAM’s 3-point categories. Similarly, in this study, the grade levels computed by the SMOG formula were converted to the SAM’s 3-point scale, where 0=not suitable (9th-grade level and above), 1=adequate (6th-, 7th-, or 8th-grade level), and 2=superior (5th-grade level or lower).

**Suitability**

Each website was evaluated by the SAM instrument [40]. The SAM has been used in many studies to evaluate the suitability of online health information [41–46]. It consists of 22 items grouped under 6 factors, namely (1) Content, (2) Literacy Demands, (3) Graphics, (4) Layout and Typography, (5) Learning Stimulation and Motivation, and (6) Cultural Appropriateness. We added one item to the list, which was “multiple language translations,” under the factor of Cultural Appropriateness. Each of the 23 items was rated on an ordinal scale, where 0=not suitable, 1=adequate, and 2=superior. Raw scores were summed to yield an overall score. This overall score was then converted to a percent of the possible total score for each website using the following formula: converted percent=total score/total possible score (46=23 items×2 maximum score per item)×100. A converted percent of 70%-100% indicates a superior website, 40%-69% indicates an adequate website, and 0%-39% indicates a not suitable website [40].

When previous studies assessed the suitability of health information across multiple sources, the converted percent was also applied to the present the quality of the health information per SAM criterion [47,48]. In this study examining which criterion was suitably met across the websites, the mean score per criterion was computed and then converted to a percent of the possible best score using the following formula: the converted percent=(N of websites×0 point+|N of websites×1 point|+|N of websites×2 points|)/Total possible best score (84=42 websites×2 points)×100.

Then, if the converted percent for a criterion was in the range of 70%-100%, the quality of the information regarding the criterion was considered as “superior” across websites. If the percentage was in the range of 40%-69%, the quality of the information per criterion was considered at an “adequate” level. If the percentage was in the range of 0%-39%, the information regarding a criterion was considered as “not suitable” across the websites.

**Evaluation and Analyses**

Three content experts evaluated each website independently in the first round and collected the ratings. In the second round, the three raters reviewed the websites synchronously to ensure the accuracy of understanding of each criterion and, then, shared their rationales for the ratings. The frequencies and intraclass correlation coefficients (ICCs) per the evaluation criteria were obtained using SPSS 24. The final intrarater agreement levels for the three evaluation criteria were as follows: NLM, ICC=.969-.987; SMOG, ICC=.810; and SAM, ICC=.626-.994.

**Results**

**General Characteristics**

Out of the 42 appraised websites, 15 stroke websites were in English and 27 were in Korean. Of all, 12 websites were those of the not-for-profit organizations, 7 were blogs on stroke, 5...
were published by clinics or hospitals, 5 were Wikipedia pages, 4 were medical magazine sites, 3 were general magazine sites, 2 were postings on broadcasting websites, 1 was a pharmacological company website, 1 was an insurance company website; 1 was a general online forum site, and 1 was a medical information website.

**Trustworthiness**

Overall, 62% (26/42) websites received a rating of >3.0, which presents “adequate” level. Regarding the currency or timeline, 79% (33/42) of the selected websites indicated published date of the information on their websites, whereas 21% (9/42) did not indicate a published date of the information. The updated dates of the information on 31% (13/42) websites were <1 year old, while on 48% (20/42) websites these were older than 1 year. In terms of authority, 21% (9/42) websites did not present the publisher or contact information. Regarding accuracy, 33% (14/42) websites posted health information based on medical research evidence along with citations, whereas 50% (21/42) of the websites did not cite any source of information (Table 1).

**Readability**

A total of 19 of 42 (45%) websites were presented at the 9th-grade level or above (0=not suitable). Twenty-one (50%) websites were presented at reading levels between 6th and 8th grade (1=adequate). Only 2 websites (5%) were presented at the 5th grade- or lower level (2=superior).

**Suitability**

Table 2 presents the frequencies per rating score, ICC of the three raters per the SAM criterion, and the converted suitability percent score. The overall converted suitability percent score of all 42 websites was 55.7%, which represents “adequate” suitability. Out of 42 websites, only 1 website of the American Stroke Association was rated as “superior”; 60% (25/42) websites were “adequate,” and 38% (16/42) websites were “not suitable.” The websites were superior in the quality of layout and typography (85.3%). Furthermore, the websites were at an adequate level regarding the Content (65.5%); Literacy Demands (68.6%); Graphic Illustration, Lists, Tables, and Charts (42.4%); and Learning Stimulation and Motivation (47.2%), even though there were some individual items with inadequate suitability. However, Cultural Appropriateness was not suitable (22.2%).

Under the Content category, the quality of purpose and scope was superior, with scores of 90.5% and 79.8%, respectively. Regarding the extent of the content topics, 26% (11/42) websites aimed at desirable behavior rather than at nonbehavioral facts. In addition, 60% (25/42) websites showed <40% of the content topics focusing on desirable behaviors or actions. However, 6 websites did not present such contents. Many of the appraised websites (23/42, 55%) did not present summaries or reviews well to convey key messages.

Regarding the Literacy Demands, the selected websites were suitable in writing style (81.0%), sentence construction (77.4%), vocabulary use (72.6%), and organization using road signs (82.1%). However, the reading grade level was not suitable across websites (29.8%).

### Table 1. Trustworthiness of stroke websites by the National Library of Medicine criteria.

<table>
<thead>
<tr>
<th>Evaluation criteriaa</th>
<th>Frequency, n (%)</th>
<th>ICCb</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Currency or timeliness: when was the website last updated?</strong></td>
<td></td>
<td>.969</td>
</tr>
<tr>
<td>Superior (2)</td>
<td>The published date of the information is indicated and is less than 1 year old (last year)</td>
<td>13 (31)</td>
</tr>
<tr>
<td>Adequate (1)</td>
<td>The published date of information is indicated, but is older than 1 year</td>
<td>20 (48)</td>
</tr>
<tr>
<td>Not suitable (0)</td>
<td>No indication</td>
<td>9 (21)</td>
</tr>
<tr>
<td><strong>Authority: who published the website?</strong></td>
<td></td>
<td>.980</td>
</tr>
<tr>
<td>Superior (2)</td>
<td>The publisher’s information (individuals or organizations) and contact information can be easily found</td>
<td>28 (67)</td>
</tr>
<tr>
<td>Adequate (1)</td>
<td>The publisher’s information (individuals or organizations) can be found. But there is no contact information</td>
<td>5 (12)</td>
</tr>
<tr>
<td>Not suitable (0)</td>
<td>No indication</td>
<td>9 (21)</td>
</tr>
<tr>
<td><strong>Accuracy: are the sources cited reliable?</strong></td>
<td></td>
<td>.987</td>
</tr>
<tr>
<td>Superior (2)</td>
<td>The information is drawn based on sound medical research, and the information sources are cited</td>
<td>14 (33)</td>
</tr>
<tr>
<td>Adequate (1)</td>
<td>The information sources are cited but not based on medical research</td>
<td>7 (17)</td>
</tr>
<tr>
<td>Not suitable (0)</td>
<td>No indication</td>
<td>21 (50)</td>
</tr>
</tbody>
</table>

aScore shown in parentheses.
bICC: intraclass correlation coefficient.
Table 2. The evaluation of the stroke websites based on Suitability Assessment of Materials.

<table>
<thead>
<tr>
<th>Category and criteria</th>
<th>Frequency, n (%)</th>
<th>ICC&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Converted %&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Not suitable (0)</td>
<td>Adequate (1)</td>
<td>Superior (2)</td>
</tr>
<tr>
<td><strong>Content</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Purpose</td>
<td>0 (0)</td>
<td>8 (19)</td>
<td>34 (81)</td>
</tr>
<tr>
<td>Scope</td>
<td>2 (5)</td>
<td>13 (31)</td>
<td>27 (64)</td>
</tr>
<tr>
<td>Content topics</td>
<td>6 (14)</td>
<td>25 (60)</td>
<td>11 (26)</td>
</tr>
<tr>
<td>Summary and review</td>
<td>23 (55)</td>
<td>8 (19)</td>
<td>11 (26)</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Literacy demands</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reading grade level</td>
<td>19 (45)</td>
<td>21 (50)</td>
<td>2 (5)</td>
</tr>
<tr>
<td>Writing Style</td>
<td>1 (2)</td>
<td>14 (33)</td>
<td>27 (64)</td>
</tr>
<tr>
<td>Sentence construction</td>
<td>1 (2)</td>
<td>17 (41)</td>
<td>24 (57)</td>
</tr>
<tr>
<td>Vocabulary</td>
<td>2 (5)</td>
<td>19 (45)</td>
<td>21 (50)</td>
</tr>
<tr>
<td>Learning enhancement by advance organizers</td>
<td>6 (14)</td>
<td>3 (7)</td>
<td>33 (79)</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Graphic illustration, lists, tables, and charts</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cover graphic</td>
<td>20 (48)</td>
<td>13 (31)</td>
<td>9 (21)</td>
</tr>
<tr>
<td>Type of illustrations</td>
<td>14 (33)</td>
<td>15 (36)</td>
<td>13 (31)</td>
</tr>
<tr>
<td>Relevance of illustrations</td>
<td>15 (36)</td>
<td>11 (26)</td>
<td>16 (38)</td>
</tr>
<tr>
<td>Graphical direction: lists, tables, charts, and forms</td>
<td>25 (60)</td>
<td>10 (24)</td>
<td>7 (17)</td>
</tr>
<tr>
<td>Captions are used to announce or explain graphics</td>
<td>14 (33)</td>
<td>17 (41)</td>
<td>11 (26)</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Layout and typography</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Typography</td>
<td>1 (2)</td>
<td>9 (21)</td>
<td>32 (76)</td>
</tr>
<tr>
<td>Layout</td>
<td>1 (2)</td>
<td>12 (29)</td>
<td>29 (69)</td>
</tr>
<tr>
<td>Subheadings and chunking</td>
<td>4 (10)</td>
<td>4 (10)</td>
<td>34 (81)</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Learning, stimulation, and motivation</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interaction included in the text or graphics</td>
<td>16 (38)</td>
<td>15 (36)</td>
<td>11 (26)</td>
</tr>
<tr>
<td>Desired behavior patterns are modeled</td>
<td>14 (33)</td>
<td>12 (29)</td>
<td>16 (38)</td>
</tr>
<tr>
<td>Motivation</td>
<td>16 (38)</td>
<td>14 (33)</td>
<td>12 (29)</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Cultural appropriateness</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cultural match: logic, language, experience</td>
<td>24 (57)</td>
<td>8 (19)</td>
<td>10 (24)</td>
</tr>
<tr>
<td>Cultural image and examples</td>
<td>29 (69)</td>
<td>10 (24)</td>
<td>3 (7)</td>
</tr>
<tr>
<td>Multiple languages translation</td>
<td>36 (86)</td>
<td>0 (0)</td>
<td>6 (14)</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall average</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>ICC: intraclass correlation coefficient.

<sup>b</sup>Converted Percent=([n of websites×0 point]+[n of websites×1 point]+[n of websites×2 points])/total possible best score (84=42 websites×2 points)×100.
Interpretation: 70%-100%=superior; 40%-69%=adequate; 0%-39%=not suitable.

<sup>c</sup>Information rated as “not suitable” per criterion across the evaluated websites.
The overall suitability of the Graphic Illustration, Lists, Tables, and Charts category was rated as “adequate” (42.4%). In this category, the type of illustrations (48.8%), relevance of illustrations (51.2%), and captions (46.4%) were “adequate” at the lower levels, but cover graphic (36.9%) and graphical direction (28.6%) were “not suitable.” In more detail, 48% (20/42) of the websites did not present cover graphic to attract attention and to clearly portray the purpose of the website.

In addition, 60% (25/42) of the websites presented graphics without explanation and 24% (10/42) showed too brief “how to” directions with graphics for readers; only 17% (7/42) websites provided step-by-step directions with an example that will build self-efficacy (confidence). The layouts and typography were superiorly presented in most appraised websites, with the converted suitability scores of 83.3%-86.9%.

In the Learning Stimulation and Motivation category, the suitability of each criterion was rated as “adequate,” even though the suitability percent scores were not high, ranging 44.0%-52.4%. In more details, 38% (16/42) websites did not provide interaction learning or stimulation and 36% (15/42) used passive interactions with the Questions & Answer format. Regarding the desired behavior pattern presentation, 38% (16/42) websites demonstrated instructions for specific behavior and skills by using specific, familiar instances with the rating of “superior.” In addition, 29% (12/42) websites were rated as “adequate” as they provided the information in a mix of technical and common language that the reader may not easily link with daily living activities. In terms of Motivation, only 29% (12/42) websites reached the “superior” level, which means that complex topics are subdivided so that readers may experience small successes in understanding or problem solving, leading to self-efficacy (confidence). Furthermore, 38% (16/42) websites did not have features of motivation.

The Cultural Appropriateness across websites was “not suitable”; the converted suitability percent scores ranged from 14.3% to 33.3%. Regarding cultural match, 57% (24/42) websites did not present the information in a culturally similar logic, language, and experience of the target population culture. The cultural image and examples were rarely shown in 69% (29/42) websites. Moreover, 86% (36/42) of the websites were presented in only one language and could not be translated into other languages.

**Discussion**

**Principal Findings**

This study is the first to provide a systematic evaluation of the stroke-related websites considering Korean Americans. The findings of this study present valuable information about the trustworthiness, readability, and suitability of stroke-related English and Korean websites, which were trustworthy and marginally suitable, but not easily readable. In addition, areas that need improvement were identified in each criterion. This information can be utilized by clinicians and researchers in improving or designing stroke websites as well as by people who seek stroke information in their self-assessment of the quality of the information on websites.

**Trustworthiness**

Patients and caregivers look up the websites as they are easy to access, not expensive, and, in general, believed to be timely [32]. Patients are often unsure about which websites to trust and are concerned about accessing potentially misleading or illegitimate health information [49,50]. The outdated, inaccurate, and unreliable Web-based information can mislead the public in their understanding of stroke and stroke management. In the limited chance of education on which website and its information are trustworthy, Korean Americans consider merely the repetition of specific information as a criterion for evaluating the trustworthiness of websites; if the same information appears in several locations on the internet, Korean Americans are likely to simply believe that the information or the website is reliable [32]. The trustworthiness of the website information could be easily checked by the NLM’s [35] three criteria of health website evaluations. These evaluation criteria need to be educated to online health information seekers, including the population in question.

In this study, the information on 20 websites was published more than 1 year ago and 9 websites did not indicate a published date of the information. Notably, half of the websites did not cite any source of information on their websites. Agarwal et al [30] also found in their evaluation of educational resources in 3 stroke-related websites that users criticized the lack of citations and references for the material and facts provided on all 3 websites. It is important to present the valid and reliable primary information with the published date and the information sources for health consumers to help them with right decision making regarding their health issues [16,30]. It is recommended to scrutinize or peer review before presenting the information on the website. Health care providers should be aware of, at least, these three criteria when providing health care information to patients and caregivers via papers or websites. Furthermore, health care providers should provide opportunities to educate patients and caregivers on how to check and whether to rely on health care information in any type of Web information platform.

**Readability**

Reading level is an essential component of health literacy and is included as one of the Literacy Demand criteria in the SAM tool. Concerned about health literacy, the Joint Commission [51] has recommended patient education materials to be written at or below the 5th-grade level and has developed an action plan to promote patient literacy. In this study, 19 out of 42 websites were written at the 9th-grade level or above, which is rated as “not suitable” and categorized as “difficult” in the US readability categories [52]. Only 2 websites were written at the 5th grade or lower level. This result is consistent with those of previous studies, which evaluated some stroke-related websites: the mean readability level of stroke information was found to be 10th grade by Griffin et al [53] in their evaluation of 30 stroke educational websites; these websites were different from the set of websites appraised in our study, except 3 overlapping websites. Furthermore, Sharma et al [24] found that over half of 100 stroke websites were produced at the 12th-grade level or above when the readability was measured with the SMOG.
The high reading levels may be due to complex medical terminologies without explanations or translation into layperson’s terms.

The health information is only useful if the consumer can comprehend the presented information. The consequences of not understanding health information can negatively affect both a person’s health and his or her utilization of health care services. The use of consumer health vocabulary may help lower the reading grade level on both English and Korean stroke websites. In the United States, the Open-Access, Collaborative Consumer Health Vocabulary provides 156,826 consumer-friendly health phrases and synonyms for professional clinical terms [34,54]. In South Korea, a consumer vocabulary system for health information was developed in a study [55]. Also, the complex medical terms or sentences could be provided with additional understandable explanations so that readers become familiar with them and can use them appropriately [38]. Korean Americans’ limited English proficiency should also be taken into consideration. Limited English proficiency was identified as a critical source of health vulnerability; it impacted health perceptions, led to higher health risk, and negatively influenced health care utilization [56-58]. Those with limited English proficiency scored lower on all measures of health conditions than their English-proficient counterparts [57]. Considering the limited English proficiency among Korean Americans, terms and sentence structures of stroke care information on English websites should be used at an appropriate reading level.

**Suitability**

The overall suitability of all 42 websites was rated as “adequate” (55.7%); however, there are needs for improvement in many areas. Regarding the Content, the majority of the websites explicitly showed the purpose and the scope of the content. However, they did not present summaries or reviews well to convey key messages. In order to ensure the delivery of important messages and to assist the readers’ comprehension, it is necessary to retell key messages in different words or examples and provide their summaries.

The overall suitability of Graphic Illustration was marginally adequate (42.4%). Half of the websites did not present cover graphic to attract attention and clearly portray the purpose of the websites. In addition, 60% (25/42) of the websites presented graphics without explanation and 24% (10/42) showed too brief “how to” directions for readers. This finding is similar to the lack of graphics and other nontextual media covering patient education materials in Agarwal et al.’s [30] evaluation of educational resources in 3 stroke-related websites. Images and videos combined with the text can act as supplements to difficult topics covered on the site [30] and can increase the ability of the user to understand and retain the material [59]. Since the medical information is relatively unfamiliar to laypersons, and the reading level is high, step-by-step directions with graphical examples can reduce the reading burden of stroke patients and caregivers. Furthermore, use of strategies to enhance readers’ understanding of the information on websites is especially important to Korean Americans, who inevitably seek online information due to lack of insurance and limited English proficiency.

The Learning Stimulation and Motivation category also received the rating of “adequate,” but it was not high (47.2%). No interaction learning or stimulation was provided on 38% (16/42) websites. Regarding the desired behavior patterns presentation, the criterion of the “superior” rating probed if websites demonstrated instructions for specific behavior and skills by using specific, familiar instances; more than half of the websites failed to reach this level. Only 29% (12/42) websites ranked “superior” in the Motivation criterion. Mere access to Web-based health information does not necessarily empower consumers and patients. Providing actionable health information with accuracy is the top vision in the National Action Plan to Improve Health Literacy published by the US Department of Health and Human Services [60]. In addition, practical guidelines demonstrating specific behavior and skills applicable to daily living will motivate the readers to experience small success in understanding or problem solving, leading to self-efficacy. Multimedia and interactivity features can assist information users to build more confidence by tailoring to individual needs and progress of condition management and rehabilitation. The incorporation of self-assessments of risks or symptom changes and modeling of desirable health behaviors into the website will promote self-efficacy in learning. Miller and Leroy [54] suggested that it would be ideal if a consumer would go to a website, answer a few questions, and in a few seconds, a document written specifically for their needs and appropriate to their reading skill would appear in their Web browser. The features of dynamic discussions and communication will lead to co-learning with each other [28,61]. Chat rooms and email services with health care providers on websites are other recommendable features to satisfy patients’ information needs.

Of all, 86% (36/42) websites were presented in only one language and could not be translated into other languages. More than half of the websites in English or Korean did not present information matched to the Korean culture in texts, images, or examples. The cultural factors influence health information acquisition and access to social support for ethnic minorities [62]. Korean consumers rely heavily on Korean-specific health information, regardless of education levels [32]. Korean Americans have a lower level of knowledge on stroke risk factors and symptoms than the general US population [63]. Websites are important sources and channels of health information for them. If websites provide more diverse and culturally appropriate information in both Korean and English, the health information can be delivered to a broader population of Korean Americans. Then, it may contribute to increase in knowledge about stroke prevention and self-management among this group.

**Limitations**

We evaluated the websites that appeared on the first and second pages only on Google and Yahoo browsers. Thus, the results cannot be generalized to reflect the features of all stroke-related websites. However, these websites can be the most popular or important ones because studies have found that 73%-95% of
Web users never view past the first search engine results page and have emphasized the value of the first page [64-67]. In addition, it may indicate the increasing ability of Web search engines to retrieve the relevant Web-based information more effectively [64]. The websites evaluated in this study were stroke specific, which may limit the application of this study results to websites of other specific health conditions.

Conclusions

The quality of health information for patients with stroke is vital to ensure the good recovery and to improve the quality of life. Easily obtainable, user-friendly, accurate, and reliable online resources could help people make appropriate decisions about how best to maintain or improve their health condition.

We found that the existing stroke-related websites in either English or Korean are trustworthy and suitable. However, it was notable that the accuracy of information on these websites was low due to lack of citations and references. Providing accurate, reliable, high-quality, and evidence-based information is a critical responsibility of health professionals. In addition, the study findings signified the need for diverse features to reduce the high reading level of the information on the websites. Graphical examples, multimedia, and interactive features can reduce the reading burden of stroke patients and caregivers, as well as build more confidence or self-efficacy when applying the information for condition management and rehabilitation in daily living. Rather than posting the information in a nonspecific way, practical guidelines demonstrating specific behavior and skills applicable to daily living will motivate the reader to experience small success in stroke self-management, leading to self-efficacy.

These strategies to enhance readers’ understanding of Web-based information are especially important to Korean Americans, who inevitably seek online information due to lack of familiarity with the US health care system, inadequate health insurance coverage, and language barriers. Culturally sensitive, high-quality health information relevant to this group through websites may have great potential to increase the knowledge of stroke self-management and make significant contributions to promote the health of Korean American stroke survivors. In the future, the evaluation of stroke websites by Korean American laypersons using the evaluation tools used in this study might be an educational health literacy intervention to learn how to evaluate and consider the design and content aspects in the websites. The examination of how this population navigates stroke websites and apply the health information obtained from these websites for their daily health behaviors should be considered for future studies.
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Abstract

Background: Dietary supplements are the most used complementary and alternative health modality in the United States, and omega-3 supplements continue to be the most popularly used nonvitamin or nonmineral supplements by adults. Users of dietary supplements report that they obtain health guidance from internet media resources, but there is question as to whether or not these resources provide the necessary evidence to guide health decisions. Current evidence suggests that there is a mistranslation occurring somewhere between researchers and the media.

Objective: The aim of this study was to conduct a comparative cross-sectional analysis to identify areas of discordance created when science is translated from the laboratory to Web-based news media.

Methods: A Google news search provided our convenience sample of 40 omega-3 supplement–based media reports stratified by the years 2009 to 2012. Media reports (n=17) were compared with the corresponding scientific papers for content. Report and scientific paper content were extracted using commonly accepted reporting guideline domains, and domains were then compared for detecting underlying omissions or mistranslations in reporting. Mean scores for all of the scientific papers and media reports were assessed for each domain.

Results: Scientific papers (n=14) generally maintained a mean close to complete for each reporting domain. The only domain where there was not a significant difference between media and scientific reporting match was within the objectives domain ($\chi^2 = 0.8$, $P=.36$). Media reports (n=17) more frequently reported potential caveats and warnings for consumers with a mean domain for caveat reporting of 0.88, with possible scores falling between 0 and 1.

Conclusions: There are inherent differences in the intended audience, structure, and goals in scientific and media communications. These differences should be explored further, and consumers should be made aware of them. Additional considerations for balanced reporting and reader accessibility are also necessary to take into account and are explored further in this analysis.


KEYWORDS
consumer health information; health literacy; health communication; health promotion; evidence-based practice; dietary supplements; omega-3 fatty acids; journalism
**Introduction**

**Background**

More than half of the US adults take dietary supplements, making supplementation the most used complementary and alternative health modality [1-5]. Since 2007, omega-3s have been the most used nonvitamin and nonmineral dietary supplement according to the National Health Interview Survey (NHIS) data [1,6]. In one large survey, 40% to 45% of respondents said that they had used internet and news media as resources to obtain dietary supplement information [5]. Conversely, less than a quarter (23%) of respondents using dietary supplements on the most recent NHIS Alternative Health Survey reported that their use was because of the advice of a health care professional [6]. What is possibly more concerning is that about 25% of these same users of dietary supplement had not disclosed their use of supplement to their doctor [7]. Patients attempting to improve their health through the use of dietary supplements may have the best intentions in mind, but they may potentially be causing more harm than good. For this reason, it is important to identify the information obtained from Web-based resources so that we might improve the ways we inform these proactive health information consumers.

Despite how frequently their advice is followed, Web-based news resources may contain inaccurate information. It has been suggested in the past that Web-based health information can be misleading or exaggerated, especially when compared with scientific evidence [8-13]. These mistranslations may be more likely to occur between health research and media reporting [10-13]. This identifies what the problem is, but there is no current definitive answer to where these mistranslations may occur. Therefore, we sought to investigate potential discrepancies between publicly available Web-based health information (Web media reports) and the corresponding scientific evidence upon which those reports were based. Using a ubiquitous search engine fitted with specific parameters, we identified and extracted scientific evidence presented in Web-based media reports of omega-3 supplement research. Media-reported information was then compared with the scientific paper that was referenced. An analysis of the content provided in each resource will hopefully clarify where scientific and media dissemination differences occur. These findings may serve to better educate consumers of the health information on the information they may miss out on, especially when they do not fully communicate decisions with health care professionals.

**Omega-3 Supplement Reports From 2009 to 2012**

We chose to focus on a commonly used supplement during the time when use was most prevalent. The number of peer-reviewed scientific papers on omega-3 supplements began to rise in the early 2000s [14]. With an increase in omega-3 research, there was a corresponding rise in public interest. Between 2007 and 2012, popularity of use of omega-3 supplement nearly doubled (23% increase), whereas other supplements saw little to no increases in use during the same period [1]. The public has also expressed a growing interest in finding information about omega-3s. In early 2010, Google term-frequency reports show searches for fish oil and omega-3 increased up until their peak popularity [15]. To capture a sample of media reports that were most likely influential, we limited our search to news media reports on omega-3 supplements posted between 2009 and 2012.

**Objectives**

The descriptive objective of this comparative analysis was to summarize how omega-3 supplement guidance was provided through Web-based news media (2009-2012). Our comparative objective was to identify where reporting gaps occurred between applicable media reports and corresponding scientific publications. As exploratory objectives, we also took balance of reporting, readability, and accessibility into account to demonstrate additional factors that might impact comprehension and decision making of a health information consumer.

**Methods**

**Study Design**

One author (DN) performed the Google news search and assessed inclusion criteria for Web-based health blogs and news stories on omega-3 dietary supplements, hereafter referred to as media reports with agreement from AS. Individual search pages were saved and archived for future use and transparency. Four authors (AB, HI, SK, and DN) independently extracted data in duplicate from media reports, using a standardized data collection form. Before data extraction, authors met for a brief training session on using the data collection form to improve the consistency of data collection. Next, the same authors independently extracted data in duplicate from each of the corresponding omega-3 dietary supplement scientific papers referenced by the media reports. Finally, DN compared the data extracted from media reports and scientific papers to assess match of information between media and corresponding scientific resources.

**Search Strategy for Identification of Media Reports**

We searched Google News between January 1 and December 31 for each year from 2009 to 2012, inclusive (Figure 1). This search was performed through an incognito window, without a user log-in, and in a newly downloaded Google Chrome app. All search return pages were archived to preserve the exact returns given at the time they were searched (December 2015). The search query was run once in Google News, and filters were then used to restrict dates of publication. Google PageRank has changed since its inception, but the basic idea behind Google search ranking remains the same: returns are ranked higher based on keyword relevancy and page popularity, as measured by user interest and recurring links [16]. Prior evidence suggests that the first 10 (or first page of) search returns are typically the most viewed, in some cases, receiving close to 100% of link traffic [17-23], and are therefore most likely to have the highest viewership for any particular search. Thus, we used a convenience sample consisting of the top 10 search returns for each year (2009-2012), totaling 40 media reports to be assessed for inclusion criteria.
Figure 1. Media report and corresponding scientific paper search and screening flow diagram. Media reports were initially excluded on the basis that they did not refer to dietary supplements specifically, were editorials or reviews, were based on non-peer-reviewed evidence, or if their referencing information was not clear enough to link back to a specific scientific paper. Scientific papers were excluded if they were duplicates, they reported solely on dietary supplement use demographic statistics, or were only based on dietary interventions.

The search query used to obtain relevant media reports was as follows: ["ALA fatty acid" OR "DHA fatty acid" OR "EPA fatty acid" OR "PUFA" OR "Omega-3 Fatty Acid" OR "n-3 PUFA" OR "n-3 Fatty Acid" OR "n-3 Polyunsaturated Fatty Acid" OR "Fish Oil" OR "Omega-3" AND health supplement]. This search query was determined by both the terminology used...
in the NHIS to define these health supplements: “Fish oil (or omega-3, DHA, or EPA fatty acid)” and the use of PubMed medical subject headings to find additional descriptors for this class of supplements such as polyunsaturated fatty acids (PUFA), n-3, and alpha-linolenic acid (ALA).

We included health blogs and news reports that were published on Web, in English, and fell within the top-10 returns for each year between January 1, 2009 and December 31, 2012. Media reports about omega-3 supplements that referenced a peer-reviewed scientific paper were included. Media reports that were simply expert opinion or reviews not published in peer-reviewed literature of omega-3 evidence were excluded, as they did not address 1 primary scientific research publication and therefore would be inappropriate for this appraisal method.

Search Strategy for Identification of Scientific Papers
Any information found within a media report that might identify the corresponding scientific paper was used to locate the full-text manuscript through Google, Google Scholar, PubMed, ScienceDirect, and Scopus. This information included but was not limited to any part or combination of the paper: full citation, author names, journal name, year of publication, sample sizes, location of the study, and study design.

We included papers that reported on controlled and uncontrolled intervention studies, observational studies, and narrative reviews of intervention studies (Figure 1). Both animal and human studies regarding the interventions of omega-3 dietary supplement were included. Cross-sectional reports on use of supplement descriptive demographics were excluded. Studies that aimed to alter or quantify a participant’s whole food dietary consumption of omega-3s were also excluded. There were no restrictions on type or outcome measure of participants, as our purpose was to assess how outcomes were presented to the public through media reports, independent of the outcome type.

Data Extraction
We developed a standardized data extraction form using the EQUATOR Network’s guidelines for research reporting (Multimedia Appendix 1; [24]). The following domains were extracted: study objectives, design, study population characteristics, intervention or exposure, comparison or control, outcome measure, participant attrition, statistical analyses, limitations, caveats (or warnings for consumer or clinical use), and results. The following data points were also collected: date of posting, URL, title, and author names. Two review authors independently extracted data from each media report and scientific paper. We used the same data extraction form for both resource types; disagreements were discussed by the authorship team and resolved by consensus.

Primary Analysis
Scientific papers were assessed first, according to whether or not they provided the relevant information from the EQUATOR guidelines. Each data point was coded as either a score of 0 to represent that the scientific paper omitted information that should have been present, or it was given a 1 when information was provided. To assess media report translation of scientific research, we compared the data extracted from media reports with their corresponding scientific paper. For media, if the content of the report matched the information in the scientific paper, a score of 1 was assigned, and if the media report omitted or did not provide clear enough information to match the scientific paper, a score of 0 was assigned. This resulted in proportions of matching content for each domain (Multimedia Appendices 2 and 3). These proportions were used in subsequent chi-square tests.

Balance Analysis
Assessors provided their interpretation of balance for each report and paper. Balance was defined as, whether or not alternative explanations for findings were provided to readers. First, balance was individually assessed at the time of the data collection and then discussed among authors. Consensus was reached with the aid of supporting quotations extracted from each resource independently. We used a multiassessor and consensus approach to validate potentially subjective assessments [25,26]. To view balance in light of the reporting quality, we averaged all domain means for each piece and compared corresponding media and scientific papers.

Readability and Accessibility
During the data collection process, assessors extracted direct quotations to provide support for their assessments during consensus discussions. This resulted in a collection of quotations describing the results reported in both the media reports and scientific papers. Using these direct quotations, we assigned a Flesch-Kincaid readability score to each paper and report. The Flesch-Kincaid grade reading level indicates how difficult a passage is to comprehend based on word and sentence length; a lower score indicates an easier-to-read passage. Ideally, papers for a general audience would be written below a twelfth grade reading level [27-30]. We chose to assess readability of the Results section of the reports and papers, as this section is generally the most technically written. Inclusion of a citation to the scientific paper within media reports and the full-text accessibility of the paper was also recorded.

Changes to Original Protocol
We had not anticipated to come across media reports with unclear details on the type of intervention administered. When this was realized, we applied the intervention exclusion criteria of the media reports to the scientific articles as well. In response to peer-review considerations, we also chose to add an additional comparative analysis using chi-square tests of proportions.

Results
Media Report Characteristics
Overall, 40 media reports were screened from the Google search returns. Of the 40, 17 (43%) met inclusion criteria for this study and were retained for further analysis to referenced scientific papers (Table 1). However, many of the scientific papers referenced (11/17, 65%) could not be found with the information these media reports provided. In total, 5 of the media reports returned were on omega-3 supplementation, but they lacked the scientific rigor of peer review, so they were not included in the primary analysis. Only one of the media reports
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returned was clearly not based on the use of omega-3 supplements. When corresponding scientific papers were read in full, additional 6 were removed according to inclusion or exclusion criteria.

**Scientific Paper Characteristics**

Table 2 provides the journals and study designs for each of the 14 scientific papers referenced by 17 media reports within this study. In total, 2 (2/14, 14%) scientific papers were referenced multiple times by different media outlets [31,32]. More than half (9/14, 64%) of the scientific papers summarized by included media reports were randomized controlled trials (RCTs; 2/9, 22%). Overall, 3 (3/14, 21%) of the papers were systematic reviews and meta-analyses or systematic reviews or meta-analyses. The remaining 2 (2/14, 14%) papers were narrative literature reviews.

The study characteristics of the scientific papers are presented in Multimedia Appendix 4. Participants varied in age from infants to those in their 80s and included both males and females located in a variety of different countries. Method of exposure to omega-3 fatty acids varied across studies from capsules to enriched products. Outcomes assessed included cognitive function, mood disorders, cardiovascular function, cancer, infant morbidity, and adult mortality.

**Primary Analysis**

For our primary analysis, we calculated the proportion of parameters that were met within each reporting domain (Table 3) for each media report and scientific paper reporting on omega-3 dietary supplements (Multimedia Appendices 2 and 3). The only difference in proportions that was not statistically significant between media and scientific reporting was within the objectives domain ($\chi^2 = 0.8; P = .36$). All other domain comparisons were significant ($P < .05$).

We then generated an average domain score for all media reports and for all scientific papers (Figure 2). Scores closer to 1 signify that more parameters were met, and reporting was more complete. For each reporting domain, domain mean values for scientific papers were above 0.80, with the exception of reporting caveats mean of 0.36. Media reports show a wider variation in domain means, with study objectives mean of 0.98, limitations mean of 0.71, and caveats mean of 0.88 as the highest mean reporting scores. Media reports reviewed in this study had the lowest domain means for reporting statistical analysis with a mean of 0.18 and participant attrition with a mean of 0.20.

### Table 1. Descriptions of all media reports obtained.

<table>
<thead>
<tr>
<th>Description</th>
<th>All media reports (N=40)</th>
<th>Nonsupplement (n=1)</th>
<th>Nonpeereview (n=3)</th>
<th>Nonjournalistic editorial or review (n=2)</th>
<th>Reference unclear (n=11)</th>
<th>Descriptive demographic report (n=2)</th>
<th>Whole foods (n=4)</th>
<th>Included reports (n=17)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Year of media publication</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2009</td>
<td>10 (25)</td>
<td>0 (0)</td>
<td>1 (33)</td>
<td>0 (0)</td>
<td>3 (27)</td>
<td>1 (50)</td>
<td>1 (25)</td>
<td>4 (24)</td>
</tr>
<tr>
<td>2010</td>
<td>10 (25)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (50)</td>
<td>5 (46)</td>
<td>0 (0)</td>
<td>1 (25)</td>
<td>3 (18)</td>
</tr>
<tr>
<td>2011</td>
<td>10 (25)</td>
<td>0 (0)</td>
<td>2 (67)</td>
<td>1 (50)</td>
<td>2 (18)</td>
<td>1 (50)</td>
<td>2 (50)</td>
<td>2 (12)</td>
</tr>
<tr>
<td>2012</td>
<td>10 (25)</td>
<td>1 (100)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (9)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>8 (47)</td>
</tr>
<tr>
<td><strong>Evidence types included</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Evidence-based information</td>
<td>30 (75)</td>
<td>1 (100)</td>
<td>1 (33)</td>
<td>2 (100)</td>
<td>3 (27)</td>
<td>2 (100)</td>
<td>4 (100)</td>
<td>17 (100)</td>
</tr>
<tr>
<td>Expert opinion</td>
<td>31 (78)</td>
<td>1 (100)</td>
<td>2 (67)</td>
<td>2 (100)</td>
<td>8 (73)</td>
<td>2 (100)</td>
<td>2 (50)</td>
<td>14 (82)</td>
</tr>
<tr>
<td>Anecdotal evidence</td>
<td>2 (5)</td>
<td>0 (0)</td>
<td>1 (33)</td>
<td>0 (0)</td>
<td>1 (9)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Journalistic opinion</td>
<td>6 (15)</td>
<td>0 (0)</td>
<td>1 (33)</td>
<td>0 (0)</td>
<td>3 (27)</td>
<td>1 (50)</td>
<td>0 (0)</td>
<td>1 (6)</td>
</tr>
<tr>
<td><strong>Topics discussed</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Effectiveness</td>
<td>22 (55)</td>
<td>1 (100)</td>
<td>0 (0)</td>
<td>2 (100)</td>
<td>4 (36)</td>
<td>2 (100)</td>
<td>2 (50)</td>
<td>11 (65)</td>
</tr>
<tr>
<td>Quality</td>
<td>5 (13)</td>
<td>0 (0)</td>
<td>2 (67)</td>
<td>2 (100)</td>
<td>1 (9)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Safety</td>
<td>8 (20)</td>
<td>0 (0)</td>
<td>2 (67)</td>
<td>1 (50)</td>
<td>4 (36)</td>
<td>1 (50)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Use for multiple specific health conditions</td>
<td>10 (25)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>2 (100)</td>
<td>2 (18)</td>
<td>0 (0)</td>
<td>1 (25)</td>
<td>5 (29)</td>
</tr>
<tr>
<td>Use for one specific health condition</td>
<td>17 (43)</td>
<td>1 (100)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>2 (18)</td>
<td>0 (0)</td>
<td>3 (75)</td>
<td>11 (65)</td>
</tr>
<tr>
<td>Use for overall wellness</td>
<td>5 (13)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1 (50)</td>
<td>4 (36)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

*aMore than one response possible for category."
Table 2. Scientific papers and corresponding media reports.

<table>
<thead>
<tr>
<th>Journal</th>
<th>Media reports</th>
</tr>
</thead>
</table>
| *Journal of the American Medical Association* (May 2012) [31] a | • Fish oil delivers few heart benefits, study finds, ABC News (April 2012) [33]  
• Weighing the Evidence on Fish Oils for Heart Health, NY Times (April 2012) [34] |
| *Journal of the American Medical Association* (September 2012) [32] a | • Fish oil’s heart benefits may be overstated, CNN Health (September 2012) [35]  
• Flawed omega-3 meta-analysis harms public health: GOED, NutraIngredients (September 2012) [36]  
• Questioning the Superpowers of Omega-3 in Diets, Wall Street Journal (October 2012) [37] |
| *Cochrane Database Systematic Reviews* (June 2012) [38] a | • Fish Oil Fail: Omega-3s May Not Protect Brain Health After All, Time (June 2012) [39] |
| *Pediatrics* (September 2011) [40] b | • Omega-3 can reduce risk of colds in babies, Telegraph UK (August 2011) [41] |
| *Journal of the American Medical Association* (January 2009) [42] b | • Study: Fish Oil for Preemies May Boost Cognition, Time (January 2009) [43] |
| *Expert Review of Cardiovascular Therapies* (July 2009) [44] b | • Try Fish Oil Instead of Drugs, To Your Health (February 2009) [45] |
| *Journal of the American Medical Association* (October 2010) [46] b | • Fish oil doesn’t benefit new moms, babies, CNN Health (October 2010) [47] |
| *Journal of the American Medical Association* (November 2010) [48] b | • Fish oil ingredient doesn’t slow Alzheimer’s, CNN Health (November 2010) [49] |
| *Alzheimer’s & Dementia* (January 2010) [50] b | • Fish Oil Supplements Boost Memory DHA Supplements Help Stave Off Senior Moments, WebMD Health News (July 2009) [51] |
| *Research in Developmental Disabilities* (February 2010) [52] b | • Fallacy of fish oil revealed as study finds supplements DON’T boost children’s brain power, Daily Mail UK (April 2010) [53] |
| *The American Journal of Clinical Nutrition* (July 2012) [54] c | • Omega 3 or B vitamins fail to benefit depressive symptoms, but low doses may be at fault, NutraIngredients (June 2012) [55] |
| *Cancer Prevention Research* (October 2013) [56] c | • Prostate/Prostate Cancer Nutrition/Diet Low-Fat Diet With Fish Oil Supplements Slows Growth Rate of Prostate Cancer Cells, Medical News Today (October 2011) [57] |
| *Journal of the American College of Cardiology* (August 2009) [58] d | • Daily Omega-3s Recommended for Heart Benefits of Omega-3 Fatty Acids Prompt New Dosage for Heart Health, WebMD Health News (August 2009) [59] |
| *The Journal of Lipid Research* (August 2012) [60] d | • Evidence is strong for omega-3’s heart health benefits: Linus Pauling Review, NutraIngredients (November 2012) [61] |

aSystematic review or meta-analysis.  
bRandomized controlled trial.  
cSecondary data from a randomized controlled trial.  
dNarrative literature review.
Table 3. Percent match comparisons by domain.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Media (n=17), n (%)</th>
<th>Scientific (n=14), n (%)</th>
<th>$\chi^2$ (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analysis match</td>
<td>12 (18)</td>
<td>52 (93)</td>
<td>69.6 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Attrition match</td>
<td>17 (20)</td>
<td>63 (90)</td>
<td>68.8 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Design match</td>
<td>8 (47)</td>
<td>14 (100)</td>
<td>10.4 (1)</td>
<td>.001</td>
</tr>
<tr>
<td>Population match</td>
<td>61 (46)</td>
<td>108 (97)</td>
<td>69.6 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Exposure match</td>
<td>48 (48)</td>
<td>80 (95)</td>
<td>45.9 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Results match</td>
<td>19 (56)</td>
<td>28 (100)</td>
<td>16.3 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Comparison match</td>
<td>40 (42)</td>
<td>70 (86)</td>
<td>31.0 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Limitations match</td>
<td>12 (71)</td>
<td>14 (100)</td>
<td>4.9 (1)</td>
<td>.03</td>
</tr>
<tr>
<td>Outcomes match</td>
<td>39 (59)</td>
<td>45 (80)</td>
<td>5.3 (1)</td>
<td>.02</td>
</tr>
<tr>
<td>Objectives match</td>
<td>50 (98)</td>
<td>42 (100)</td>
<td>0.8 (1)</td>
<td>.36</td>
</tr>
<tr>
<td>Caveats match</td>
<td>15 (88)</td>
<td>5 (36)</td>
<td>9.3 (1)</td>
<td>.002</td>
</tr>
</tbody>
</table>

*Multiple domains had more than one parameter, as shown in Multimedia Appendix 2. Therefore, it was possible for a domain to have a number of matches higher than the actual sample size.

Figure 2. Domain mean match scores within reporting guideline domains for omega-3 dietary supplement media reports and scientific papers. Scores represent the proportion of the domain that was matched across all media reports or scientific papers. Points are connected by lines for visualization purposes.
Balance Analysis
A total of 13 of the 17 (13/17, 76%) omega-3 dietary supplement report or paper pairings were considered to be balanced in reporting evidence (Figure 3, top panel), meaning that they presented the reader with multiple perspectives on the evidence at hand. The scientific paper that scored lowest in this group (at 0.58) was a narrative review; a corresponding media report or paper for that scored 0.35 across domain means. Although this pairing did report on multiple perspectives and therefore was found to be balanced in perspective, it contained far less detail than other report or paper pairings, including other nonsystematic reviews.

In 2 of the 17 (2/17, 12%) pairings, we considered neither media report nor scientific paper to be balanced (Figure 3, middle panel). These media reports held the lowest domain mean (0.40) and reported on RCTs. Their corresponding scientific papers scored 0.90 and 0.88, respectively, across domains. Finally, in 2 of the 17 (2/17, 12%) report or paper pairings (Figure 3, bottom panel), the scientific paper was found to be balanced, whereas the media report was assessed as unbalanced. The scientific papers that these unbalanced media reports were based on held domain means of 0.83 and 0.84. Corresponding media report domain means for these 2 pairings were 0.47 and 0.65, respectively. In none of the cases, the media report was assessed as balanced with a corresponding unbalanced scientific paper.

Readability and Accessibility
Readability was determined through Flesch-Kincaid grade level readability scores (Figure 4). Accessibility was examined through the use of clear references in the media reports focused on omega-3 supplement, and the public availability of the scientific paper in full text. A total of 76% (13/17) of the media reports used language above a twelfth grade reading level. In addition, 59% (10/17) of the media reports did not supply a reference for the corresponding scientific paper. Moreover, 64% (9/17) of the scientific papers were not available in full text to the public. In addition, 41% (7/17) of the media reports were posted before the corresponding scientific paper was published.

Figure 3. Resource balance and mean score: comparison of media report and corresponding scientific paper overall mean score, including whether or not resources were balanced in their reporting.
Discussion

Principal Findings

The reporting domains where media and scientific resources converge and diverge in this study speak to the intended audience and purpose of each resource. These results suggest that more technical aspects of a study, such as statistical analysis, participant attrition, participant characteristics, and even specific study design were more frequently omitted from media reports. The intended audience for the report itself may explain these omissions. Media reports, targeting a consumer audience, reported caveats or warnings about the direct use of the supplement more frequently than scientific papers did. It is important to recognize the intentions of each type of resource, as this likely dictates consumer’s takeaway knowledge of the health information contained within.

Health information may be obtained via numerous Web-based outlets. However, not all consumers possess the capabilities to detect what is relevant or credible, nor do they necessarily always discuss the information with their physician [62,63]. Consumers have expressed mistrust in and confusion with Web-based health information in the past [18,62,64]. This confusion may be because, in part, of the format of the information presented. Media reports and scientific papers differ when it comes to the structure in which they are presented. Scientific papers are pyramidalized, building on background, setting, and methods information, and finally presenting the results and conclusions of data analysis last. In contrast, media reports are typically presented in the opposite format. To attract the most viewers at once, media reports often present the exciting results and conclusions first, followed by the relevant details of the study they are representing [65]. This approach may serve to capture more readers, but there could be a detrimental trade-off in quality. If readers are given the most interesting evidence in lieu of pertinent details, the story remains incomplete. For these reasons, it was expected that media reports would contain less detailed information than the scientific papers would.

As a result of these discrepancies, both science and media may see better reader comprehension if their reporting goals were more apparent to consumers. Consumers should also be better informed on the potential dangers of using a single study to make a health care decision without input from a health care professional. One way of clarifying goals of a resource and reducing bias would be to provide balanced information. The results of our exploratory balance analysis suggest that when either science or media reported alternative viewpoints and evidence, their mean reporting score was higher than those that only reported one perspective (equating to unbalanced...
reporting). These findings indicate that there may be more to the relationship between reporting quality and balance overall. Including multiple viewpoints may serve to further educate consumers and instill trust in the scientific process through transparency. Consumers may not inherently notice when a piece is unbalanced or one-sided, but according to these findings, balance may be somewhat related to reporting quality, overall regardless.

When it comes to readability, we saw a stark contrast between the intended audience of media reports and scientific papers emerge. The readability of scientific papers never fell below a twelfth grade level, indicating that the information was geared toward a more educated demographic. This was to be expected, as scientific papers are intended to be read by the scientific community. It is interesting though that a majority of the media reports also scored above a twelfth grade reading level. There are limitations to the Flesch-Kincaid readability score here, which should be mentioned too. For instance, the inability to use less technical words when describing scientific principles in the Results section may have increased readability score of a media report more so than if they were reporting on a nonscientific topic.

Accessibility to scientific papers was somewhat limited for these resources. Direct references were not provided in many of the media reports (10/17, 59%). Whether that was because of the scientific paper itself not yet being published at the time the report was written or because of omission by the media report is unclear. However, the lack of reference still restricts the information consumers are able to access. Failure to include an appropriate reference to consumers places obstacles for those who want to and know they should cross-check reported findings of a study. This reduces the accessibility of scientific information for a general audience. At the time this study was run, full-text (public) availability was present for only about half of the scientific papers (n=8). Without access to a full-text paper, consumers do not have the option to verify the information within media reports if they want to bring it to their health care provider for further guidance.

Strengths and Limitations

Prior research has taken a similar approach to ours in looking at the information presented by both press releases and corresponding print newspapers [10,12,66]. One of these studies also used Consolidated Standards of Reporting Trials reporting guidelines to grade their assessments of news reporting on press releases of RCTs, which supports the methodology that we used here [66]. These studies align with our findings in the sense that the scientific research in many ways relates to the corresponding media report, whether it is in the tone, quality, or overall coverage. Another similar paper compared print media with scientific guidelines as well [13], but to our knowledge, this is the first study to view quality comparisons between Web-based news media and corresponding health research. It is certainly the first to focus on this popular health supplement as a topic of interest. One weakness in comparing our work with prior literature was that in the aforementioned studies, which viewed scientific claims made in print media, researchers found a tendency for media reports to under-report limitations and overlook potential risks [25,26]. We found nearly the opposite, in that limitations were fairly well represented in the media reports (mean=0.71), and these sources provided risks, warnings, or caveats for consumers more frequently than the corresponding scientific papers did. This may be dependent on the type of scientific reporting.

The largest limitation in this study was the small sample of papers that could actually be compared. A 4-year retrospective sample consisting of 40 media reports is by no means comprehensive for all of the literature available. Knowing this, we sought to find the papers that would be considered the most influential to increased omega-3 supplement use trends. Google’s PageRank Algorithm sifts the most influential returns to the top of the news search [16,17]. By choosing the top 10 returns in our stratified convenience sample, we were selecting the returns that most users were likely to have had exposure to, and therefore, influence from [16-23,67]. Several media reports were initially excluded (n=11), simply because they lacked the necessary information to clearly find a corresponding scientific paper. This was a large limitation to the number of papers and reports that could be compared with one another. It does also demonstrate another issue that health information consumers might experience with regard to accessibility though. Even if consumers know to cross-check a media report for missing information, there is no way for them to accurately do so when they cannot identify the scientific paper.

Further sample size restrictions were made when papers or reports failed to meet inclusion criteria. This inclusion criterion was set in place to examine only those report or paper combinations that were specifically about the effects of omega-3 dietary supplementation on health. We had expected that some papers may be vague on details of an intervention, and perhaps some might mention supplementation and dietary changes together. What we had not expected to see were vague media reports about whether or not participants had been given a supplement or dietary intervention (n=4). In these instances, it was not until we reviewed the scientific paper that we were able to discern whether or not the pairing fits inclusion criteria. Providing consumers with vague information on the type of intervention used is potentially misleading, especially considering that these consumers might make health care decisions based off of it. Further work in this area of study could be improved with alterations to the inclusion and exclusion criteria that would allow for more papers to be obtained for the comparison. This might include incorporating more dietary supplements or even incorporating more study designs.

A strength of this study was that it was focused on Web-based news media, rather than print media, which appears to be the primary focus of much of the prior work in this field [10,12,13,25,26,66]. Previous studies have indicated that there is a difference in the information presented by these 2 forms of media reporting, in that Web-based media may present a wider variety of themes when a scientific topic is searched [20]. This could also be seen as a drawback because different demographic groups may be more or less likely to obtain their information from print versus Web-based media sources. Therefore, the applicability of these results may be limited to those who tend to use Web-based news media resources.
The final limitation of this study was the use of somewhat subjective assessments of balance. Although the quality of reporting and accessibility could be determined by either a match of information or well-known readability scoring, balance is a bit more nuanced. The assessors did, however, individually decide how balanced they felt each piece was, and they were also required to support their judgment with specific examples from the resource to come to a consensus. To decrease subjectivity further, assessors were provided with specific definitions of balance for assessing it in a piece. Future work could include a deeper look into the ways that balance the impacts of the health information consumer’s interpretation and application of Web media information to their health care decision making.
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Multimedia Appendix 1
Guidelines used for data extraction: parameters collected under each reporting domain in this study according to respective EQUATOR reporting guideline’s item numbers.

Multimedia Appendix 2
Percent of scientific resources matching. This figure illustrates the percent of the sample where scientific articles matched to the appropriate EQUATOR guideline.

Multimedia Appendix 3
Percent of media resources matching. This figure illustrates the percent of the sample where media reports matched to their corresponding scientific article. If the scientific article did not contain relevant information, media reports also not containing the information were marked as “matched;” therefore, media reports could only be held accountable for reporting what scientific articles presented.

Multimedia Appendix 4
Descriptive characteristics of peer-reviewed scientific articles included in this analysis.
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Abstract

Background: In recent years, there has been an increase in the utilization of complementary and integrative health (CIH) care, and an increase in information-seeking behavior focused on CIH. Thus, understanding the quality of CIH information that is available on the internet is imperative. Although there have been a limited number of studies evaluating the quality of websites providing information about specific CIH-related topics, a broad evaluation of CIH websites has not been conducted.

Objective: This study was designed to fill that gap. We set out to assess website quality in 5 CIH domains: (1) acupuncture, (2) homeopathy, (3) massage, (4) reiki, and (5) yoga. This study aimed to 1) characterize the websites by type and quality; 2) evaluate website characteristics which may affect readers’ perceptions, specifically message content, structural features, and presentation style, and 3) investigate the extent to which harms, benefits and purposes of use are stated on websites.

Methods: This study employed a systematic search strategy to identify websites in each of the target domains to be evaluated. The websites were then classified by type, and a set of checklists focusing on quality, message content, structural features, and presentation style was used to evaluate the websites. Lastly, we performed content analysis to identify harms, benefits, and perceived purposes of use.

Results: There were similarities across domains regarding their overall quality and their message content. Across all domains, a high proportion of websites received strong scores in terms of ownership, currency, interactivity and navigability. Scores were more variable concerning authorship, balanced presentation of information and the use of sources of information. However, there were differences regarding their structural features and presentation style. Acupuncture and reiki sites tended to include more external links, and yoga, fewer. There was variation across domains in the extent to which the websites contained domain-specific terminology. Websites tended to provide an extensive list of potential benefits, while reporting of harms was scarce.

Conclusions: This is the first study to perform a multidimensional assessment of websites in multiple CIH domains. This review showed that while there are similarities among websites of different CIH domains, there are also differences. The diverse distribution of website types suggests that, regardless of CIH domain, the public encounters information through many different types of media, and it would be useful to consider how the presentation of this content may differ depending on the medium. The characteristics for which variability exist are areas that warrant greater attention from researchers, policy makers, clinicians and patients. There is also a need to better understand how individuals may interact with CIH websites, and to develop tools to assist people to interpret the CIH-related information that they encounter.

http://www.i-jmr.org/2018/2/e14/
Introduction

Increasing numbers of people have sought CIH care in the US [1] and worldwide [2]. Complementary and integrative health (CIH) and complementary and alternative medicine (CAM) are often used to refer to nonmainstream health care practices. The term CIH is now being increasingly employed to emphasize that these complementary modalities are being used alongside, rather than in place of, conventional medicine [3]. In this article, we refer to CAM whenever the term was used in a cited information source; otherwise, we employ the term CIH.

The Centers for Disease Control reported that 38% of adults in the US used one or more CAM practices in a 12-month period [4]. CAM use has been reported to be as high as 87% among cancer patients [5]. Previous research has also reported that there is substantial use of CAM for particular conditions including lower back pain [6], gastrointestinal diseases [7], and cardiovascular disease [8]. Alongside this, an increasing number of people seek web content to inform decision-making. In 2009, 35% of internet users looked online for information about alternative treatments, up from 28% in 2002 [9]. People also access websites, forums, blogs, online communities, and social networks to discuss CIH [10].

Various factors contribute to patients’ use of CIH. First, patients seek health care that is more in line with their values, beliefs, and orientations. This may include a valuation of more holistic approaches to health, an orientation towards wellness, and a desire to participate in treatment decisions [11-17]. Relying on personal experiences [16,18-20], use of social networks for information and decision making [17,19-22], and social relationships may also influence individuals’ decisions to seek CIH care [23-26]. Lastly, dissatisfaction with conventional practitioners and the lack of effectiveness of conventional treatments may also influence this shift towards CIH [14,20,27-29,17].

Given the increasing utilization of CIH modalities and increase in CIH-related information seeking, understanding the quality of CIH information that is available on the internet is imperative. In recent years, there have been concerns about the quality of CIH-related information on the internet, including attention to and concern about CIH-related news coverage [30-32]. Additionally, a review of randomized controlled trials for CIH has reported that the quality of safety reporting needs improvement [33].

However, to date, there have been few studies of the quality of CIH online health information. Those that have been conducted focus on the evaluation of websites presenting CIH information relating to specific topics, such as the utilization of CIH for cancer [34,35], and ginseng, ginkgo biloba, and St John’s wort [36]. For example, one study of 150 websites containing information on ginseng, ginkgo biloba, and St John’s wort reported that most CIH websites had poor technical criteria compliance (authorship, references, editorial process) [36]. Additionally, websites often contained information that could result in harm if acted upon and omitted vital information. In another study of websites selling St John’s wort, websites with references to information sources were more likely to give correct indications and to list drug interactions [37]. A study of websites of National Cancer Institute-designated comprehensive cancer care centers reported that, while more sites are providing information about CIH modalities, the quality and ease of navigability of these sites was variable [34]. Existing research has also examined the portrayal of CIH information in other media including Wikipedia and news media. It has been concluded that 56% of the reviewed articles in Wikipedia needed substantial improvements in content [38]. Also, there is considerable variability in news reporting practices about CIH, and much of the information that the public receives is inaccurate and incomplete [30].

When we consider the increased public interest and consumption of CIH against this backdrop of concern regarding online CIH information, a clear need emerges to better understand the characteristics of CIH-related websites. This project was designed to fill that gap. To do so, we aimed to characterize websites based on multiple dimensions. First, we categorized websites by type and evaluated them regarding quality using a checklist based on extant literature [39,40]. Though website quality may influence users’ perceptions and inclination to use CIH, users may also be influenced by their perceptions of the credibility of these websites. Previous studies have identified various factors that can influence perception of website credibility, including the site type [41], design look [42], information structure [42], information focus [42], message content [43], and structural features such as the inclusion of a navigation menu, privacy policy, and links to external sites [43]. Thus, our evaluation of websites also considered characteristics that have been associated with perceived website credibility. Lastly, given the concern regarding safety and the potential for harm, we investigated the extent to which benefits, harms, and the purposes of websites were stated, to contextualize the information that was provided. This study had the following aims:

- Characterize the websites by their type and evaluate overall quality
- Assess the message content, structural features, and presentation style of websites that may influence the viewers’ perceptions apart from quality
- Examine the extent to which harms, benefits, and website purposes are stated

Given the great diversity of CIH modalities, we reviewed several domains to provide a broader characterization of the quality of online CIH information. Previous studies of CIH have employed a classification system with 5 types [5,30,34]. We selected 1
modality in each of the 5: acupuncture (whole systems), homeopathy (biologic), massage therapy (manipulative), reiki (energy medicine), and yoga (mind-body).

Methods

Overview

This study employed a systematic search strategy to identify websites in each of the target domains to be evaluated. The websites were then classified by type, and a quality checklist and other checklists of factors that may influence credibility were used to evaluate the websites. Lastly, the websites were coded to identify harms, benefits, and perceived purposes of use.

Sample

Search Strategy

A systematic search strategy was developed to identify websites with relevant content for each of the 5 domains. Three popular search engines [9] including Google, Yahoo, and Bing were used to search for the following terms “reiki,” “homeopathy,” “massage,” “acupuncture,” and “yoga.” People tend to look at the first page of the search engine results and occasionally go to the second search engine results page (SERP) [44], and SERPs yield an average of 8-10 number of sites [45]. Thus, the first 20 results, excluding ads, from each search engine were viewed and saved. This yielded 300 results (ie, the product of 5 domains searched, 3 search engines, and 20 results). Two blogs were added to the search results for each domain to ensure that they were represented in the websites that we examined. To do so, the search for each domain was rerun, adding the search term “blog”, and the first two appropriate entries added. Duplicates were omitted, yielding a total of 165 sites (Figure 1). Browser and cookie information was erased before conducting the searches, and sponsored links and advertisements were excluded. Websites that aggregate sources of information rather than provide information itself were excluded, including thumbtack.com and yelp.com.

Quantitative Content Analysis

Each of the research aims was based on quantitative content analysis, defined as a research method in which content is assigned to categories according to rules, and the analysis of relationships involving these categories is conducted using statistical methods [46]. Each website was viewed by at least one trained coder and evaluated for type, quality of online information, message content, structural features, and presentation style, per the criteria to be discussed in subsequent subsections. Thirty-five of the 165 websites (21.2%) were double-coded, and interrater reliability was evaluated by calculating a Cohen kappa statistic [47] within each domain and across domains. The Cohen kappa across all 5 domains was .82, indicating a high level of interrater reliability. The agreement for each of the individual domains is reported in Multimedia Appendix 1. After interrater reliability was calculated, the 2 coders discussed and resolved disagreements on the websites that were double-coded.

Each coder viewed the number of pages of a website necessary to evaluate it based on each of the evaluation criteria. Some websites may have required the coder to view every single page. For others, particularly extensive ones, it might not have been necessary for the coder to view every single page to evaluate the website for all criteria. However, to ensure consistency, both coders reviewed at least three pages for each website: “about,” “home,” and “contact.” In the case of blogs, coders answered the scale items based on the most recent blog entries (minimum of 10).

Due to the size of some of the larger websites, it was necessary to limit the amount of time that coders spent on reviewing them. Fifteen minutes was selected in order to standardize the procedure that coders followed. Coders noted if more than 15 minutes was necessary to evaluate and code a site correctly. In these cases, a code of “not present” does not necessarily mean the topic was not present, but rather, that it was not located within 15 minutes of reading and that it was hard to find. Twenty-four (14.5%) of the websites took longer than 15 minutes for a coder to review. Our reviews of media sites included not only the particular article that came up on our search but also other articles that were topically related and were available on the same website. Reading multiple articles ensured that our coding would reflect the overall media website content for the domain topic.

Aim 1: Website Type and Quality

Website Type

We categorized websites according to a typology that has been presented by Sillence and colleagues [39]. This typology was comprised of 10 different types of health advice websites: (1) web providers and portal sites, (2) support groups, (3) charity sites, (4) government websites, (5) companies or clinicians promoting the sale of CIH services, (6) sales sites specific to CIH products, (7) personal sites such as blogs, (8) information services, (9) media sites, and (10) clinician sites. This schema was revised to make it more suitable for CIH-related subject matter, and to increase the inclusivity and clarity of the terminology used. We present the schema, along with sample websites classified into each category in the “Results” section.

Quality Assessment

To perform a general assessment of quality, we employed the Sandvik scale, a well-established quality scale originally developed for the analysis of urinary incontinence websites [42]. Since its development in the late 1990s, the scale has been applied to multiple domains including CIH [35,40,48-50]. It is comprised of 7 items (see Table 1), each rated as 0 (absent), 1 (partially present), or 2 (present).

In addition to the Sandvik instrument, we also considered many other instruments for assessing website quality including DISCERN, Journal of the American Medical Association, and Health on the Net certification. We ultimately decided that the Sandvik instrument, along with the other checklists that we describe in aim 2, were most appropriate to perform a well-rounded assessment of different factors that might influence a person’s interaction with a CIH website. In particular, we decided not to employ the widely used DISCERN instrument.
because many of the questions from DISCERN relate to communication of different treatment options for a given condition, and CIH-related websites are not necessarily disease-specific. Many CIH modalities focus on wellness and preventive health care practices, rather than treatment for a particular condition.

**Aim 2: Message Content, Structural Features, and Presentation Style**

Aside from the characteristics that were examined in the Sandvik scale, other aspects of quality can also be related to users’ credibility perceptions and potentially, their subsequent intent to act upon the information presented by websites. In this aim, we characterize websites further based on 3 categories: (1) message content (inclusion of statistics, testimonials, and quotes), (2) structural features, such as the inclusion of a navigation menu, privacy policy, and links to external sites, and (3) presentation style (Table 2).

![Image: Search strategy](http://www.i-jmr.org/2018/2/e14/)

Table 1. Sandvik scale items and rating criteria.

<table>
<thead>
<tr>
<th>Quality</th>
<th>Rating criterion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ownership</td>
<td>2 (name and type of owner clearly stated on the “contact us,” “about” or similar page)</td>
</tr>
<tr>
<td></td>
<td>1 (other indications of ownership are present but hard to find, requiring several clicks through to various pages and not found on the contact/about pages)</td>
</tr>
<tr>
<td></td>
<td>0 (no indication of ownership)</td>
</tr>
<tr>
<td>Authorship</td>
<td>2 (author’s name and qualification clearly stated on the “contact us,” “about” or similar page)</td>
</tr>
<tr>
<td></td>
<td>1 (other indications of authorship are present but hard to find, requiring several clicks through to various pages and not found on the contact/about page)</td>
</tr>
<tr>
<td></td>
<td>0 (no indication of authorship)</td>
</tr>
<tr>
<td>Source</td>
<td>2 (references given to scientific literature)</td>
</tr>
<tr>
<td></td>
<td>1 (indications of source to nonscientific sources)</td>
</tr>
<tr>
<td></td>
<td>0 (no indication of source)</td>
</tr>
<tr>
<td>Currency</td>
<td>2 (date of publication or update clearly stated on all pages)</td>
</tr>
<tr>
<td></td>
<td>1 (indications of currency are not found on every page)</td>
</tr>
<tr>
<td></td>
<td>0 (no indication of currency, including timestamps based on standard templates for the entire website)</td>
</tr>
<tr>
<td>Interactivity</td>
<td>2 (clear invitation to comment or ask questions by an email address or link to a form)</td>
</tr>
<tr>
<td></td>
<td>1 (any other email address on the site)</td>
</tr>
<tr>
<td></td>
<td>0 (no possibility for interactivity)</td>
</tr>
<tr>
<td>Navigability</td>
<td>2 (information easily found by following links from the home page)</td>
</tr>
<tr>
<td></td>
<td>1 (information found only with difficulty by following links, search engine provided if information widely scattered on site)</td>
</tr>
<tr>
<td></td>
<td>0 (information scattered around, no search engine)</td>
</tr>
<tr>
<td>Balance</td>
<td>2 (offers balanced information)</td>
</tr>
<tr>
<td></td>
<td>1 (biased in favor of own products or services)</td>
</tr>
<tr>
<td></td>
<td>0 (only promoting own products or services)</td>
</tr>
</tbody>
</table>
Table 2. Message content, structural features, and presentation style definitions.

<table>
<thead>
<tr>
<th>Website characteristic</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Message content</strong></td>
<td></td>
</tr>
<tr>
<td>Statistics</td>
<td>Pages with numeric information</td>
</tr>
<tr>
<td>Testimonials</td>
<td>Pages with stories, narratives or accounts</td>
</tr>
<tr>
<td>Quotations</td>
<td>Pages with a quote regarding the health topic/modality appearing in the main text of the website</td>
</tr>
<tr>
<td><strong>Structural features</strong></td>
<td></td>
</tr>
<tr>
<td>Navigation menu</td>
<td>Pages with a menu or list that serve as a directory</td>
</tr>
<tr>
<td>Privacy policy</td>
<td>Pages with a link to the website’s privacy policy</td>
</tr>
<tr>
<td>Links to external sites</td>
<td>Pages that include a link to external websites</td>
</tr>
<tr>
<td>Physical address</td>
<td>Pages with contact information (address or phone number)</td>
</tr>
<tr>
<td>Third party</td>
<td>Pages with an accreditation or third-party endorsement (Health on the Net code or otherwise)</td>
</tr>
<tr>
<td><strong>Presentation style</strong></td>
<td></td>
</tr>
<tr>
<td>Prominence</td>
<td>Is CIH® information prominently displayed?</td>
</tr>
<tr>
<td>Visual appeal</td>
<td>Colors, images, and animation are pleasing and professional looking (high-quality website)</td>
</tr>
<tr>
<td>Advertisements</td>
<td>Absence of external advertisements for special offers and commercial sales</td>
</tr>
<tr>
<td>Terminology</td>
<td>Use of CIH language and terms specific to that domain (e.g., “chi” or “Qi” for acupuncture, “like cures like” for homeopathy, “friction” for massage therapy, “Ki” for reiki, and “prana” for yoga)</td>
</tr>
</tbody>
</table>

CIH: complementary and integrative health.

The scales for message content and structural features were based on those used in a study investigating the effect of website characteristics on perceptions of website credibility [43]. The scale for presentation style was based on items that were included in a study of the perceptions of CIH information conveyed by websites of medical institutions [51]. These 3 scales were revised to prevent duplication of items among the instruments, to minimize the need for redundant coding. The items in each of these scales were assigned 1 of 2 codes: 1 (present), and 0 (absent).

Examine the associations between domain and website attributes

We employed inferential methods for contingency tables to examine associations between specific domains, and the scores that websites were assigned for quality characteristics, message content, structural features, or presentation styles. We conducted chi-square tests of independence to examine whether there was association between domain and the presence of external links, and domain and the use of specialized terminology. In the case of domain versus source attribution, due to the presence of expected frequencies of less than 5, we employed Fisher’s exact test [52]. A chi-square test of independence or Fisher’s exact test on its own merely shows that there is an association between 2 nominal variables; it does not show which cells are contributing to the lack of fit of the model [53,54]. To further examine the nature of the dependence, we calculated standardized Pearson residuals. A standardized Pearson residual that exceeds 2 in absolute value indicates a lack of fit of the model in a given cell [53,54]. Lastly, we followed up with pairwise chi-square comparisons using the approach recommended in Benjamini and Hochberg to control for the false discovery rate [55], and to further contextualize differences between the domains.

Aim 3: Harms, Benefits, and Website Purposes

In previous CIH-related research, potential harms and benefits have often been a source of concern. For example, it has been reported that media coverage of CAM is inconsistent [30], and studies have argued for the need for increased awareness of harms and benefits [56]. Thus, we also investigated the extent to which harms and benefits were reported in our sample. We also noted the purposes of these websites to provide additional context regarding the nature of websites in each domain.

We reviewed literature on the 5 domains for harms and benefits. We started our coding scheme based on this literature and then added relevant codes from the process of coding the websites. Two coders independently coded the same 2 websites from each domain for harms, benefits, and purposes. They then came together to discuss and agree upon a coding scheme (Table 3). The remaining websites were then divided between the 2 coders, and each coder proceeded to code the rest of the websites that they were assigned. The code “misinformation” was applied to situations in which parts of the website text argued that misinformation caused by the modality had the potential to cause harm. For example, in one case, a yogi argued that Westerners should not be doing traditional yoga due to cultural differences in normal resting postures, such as sitting in chairs or on the ground, and that the expectation that yoga should be the same resulted in higher levels of injury among his advanced students. The websites were not mutually exclusive, meaning, that a website could indicate more than one harm, benefit, or purpose.
Table 3. Definitions of harms, benefits, and purposes.

<table>
<thead>
<tr>
<th>Content dimension</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Harms</strong></td>
<td></td>
</tr>
<tr>
<td>Contamination</td>
<td>Person could be harmed by contaminated supplements</td>
</tr>
<tr>
<td>Misinformation</td>
<td>Misinformation about or caused by the modality that has the potential to cause harm</td>
</tr>
<tr>
<td>Harmful if improper</td>
<td>Harm could occur if the patient saw an untrained provider, or if a supplement was inappropriately tried without seeing a clinician</td>
</tr>
<tr>
<td>Syncope</td>
<td>Mention of syncope</td>
</tr>
<tr>
<td>Bleeding</td>
<td>Mention of bleeding</td>
</tr>
<tr>
<td>Bruising</td>
<td>Mention of bruising</td>
</tr>
<tr>
<td>Other harm</td>
<td>Other harm not noted in this schema</td>
</tr>
<tr>
<td>No harm</td>
<td>No harm was mentioned</td>
</tr>
<tr>
<td><strong>Benefits</strong></td>
<td></td>
</tr>
<tr>
<td>Psychological</td>
<td>Any psychological symptoms (i.e., anxiety, depression)</td>
</tr>
<tr>
<td>Pain relief</td>
<td>The site discusses how a modality decreases pain or provides pain relief</td>
</tr>
<tr>
<td>Circulatory</td>
<td>The site discusses how a modality improves circulation</td>
</tr>
<tr>
<td>Neurologic</td>
<td>Any neurologic disease symptom (multiple sclerosis, dementia, neuralgia, paresthesia)</td>
</tr>
<tr>
<td>Gynecologic</td>
<td>Any gynecologic disease or symptoms (e.g., dysmenorrhea, menopausal transition symptoms, hot flashes, premenstrual syndrome)</td>
</tr>
<tr>
<td>Digestive</td>
<td>Any digestive disease or symptom (e.g., irritable bowel syndrome, Crohn’s disease, diarrhea, constipation)</td>
</tr>
<tr>
<td>Endocrine</td>
<td>Any endocrine disease or symptom (e.g., diabetes mellitus, Cushing’s syndrome)</td>
</tr>
<tr>
<td>Cardiovascular</td>
<td>Any cardiovascular disease or symptom (e.g., congestive heart failure, palpitations, tachycardia)</td>
</tr>
<tr>
<td>Posture</td>
<td>Any mention of benefits for posture</td>
</tr>
<tr>
<td>Multiple benefits</td>
<td>More than one benefit was mentioned or the website stated that there were multiple benefits</td>
</tr>
<tr>
<td>No benefit</td>
<td>No benefits were mentioned or the website stated that there were no benefits</td>
</tr>
<tr>
<td>Other benefit</td>
<td>Other benefit mentioned that does not fit the categories listed</td>
</tr>
<tr>
<td><strong>Website purpose</strong></td>
<td></td>
</tr>
<tr>
<td>Information</td>
<td>The site provides information for the public about a modality</td>
</tr>
<tr>
<td>Training</td>
<td>The site provides training to clinicians and teachers of a modality</td>
</tr>
<tr>
<td>Sales</td>
<td>The site offers sales of services or products</td>
</tr>
<tr>
<td>History</td>
<td>The site provides historical context regarding the modality</td>
</tr>
<tr>
<td>Quality</td>
<td>The site provides evidence or information regarding the quality of a modality, or how to locate a quality provider, supplement or class</td>
</tr>
<tr>
<td>Professionalization</td>
<td>The site provides information regarding the professional status of a modality or aims to corroborate the professional nature of the modality</td>
</tr>
<tr>
<td>Promote research</td>
<td>The site promotes research on a modality</td>
</tr>
<tr>
<td>Present learned consensus</td>
<td>The site presents consensus of clinicians or teachers of a modality</td>
</tr>
<tr>
<td>Other motivations</td>
<td>Any other motivation not listed</td>
</tr>
</tbody>
</table>

**Results**

**Sample**

Based on the procedure described in the “Methods” section, 165 websites across the 5 CIH domains of acupuncture, homeopathy, massage, reiki, and yoga were selected for this review. The domains, their size, and example sites, are presented in Table 4. As can be seen, this review included websites that were specifically focused on a domain, as well as websites with a more general focus that include content relating to CIH domains.

**Aim 1: Website Type and Quality**

**Website Type**

We classified websites by type, such that websites could be considered as having more than one type (Table 5). For example, a website could simultaneously be coded as a clinician’s website,
a blog, and promoting the sales of products and services. Almost half of the websites reviewed were classified into more than one type (74/165, 44.8%), and approximately one-fifth (34/165, 20.6%), into two or more types.

With respect to website categories across the 5 domains, there were no support sites and few sites that were classified as government (9/165, 5.4%) and nonprofit organizations (8/165, 4.8%) as shown in Table 6 and Figure 2. The most common government source of information was the National Center for Complementary and Integrative Health (NCCIH). Overall, sites promoting the sale of services (50/165, 30.3%) were the most common. High frequencies of clinician sites (42/165, 25.4%), media (40/165, 24.2%), information services (35/165, 21.2%), and sales of products (34/165, 20.6%) were also observed.

**Table 4.** Number of websites by domain, along with examples (N=165).

<table>
<thead>
<tr>
<th>Domain</th>
<th>Example</th>
<th>Sites, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acupuncture</td>
<td>American Academy of Medical Acupuncture</td>
<td>37 (22.4)</td>
</tr>
<tr>
<td>Homeopathy</td>
<td>Homeopathic Educational Services</td>
<td>33 (20.0)</td>
</tr>
<tr>
<td>Massage</td>
<td>“Massage Therapy Styles and Health Benefits” article on WebMD</td>
<td>31 (18.8)</td>
</tr>
<tr>
<td>Reiki</td>
<td>“What is Reiki” article on US News and World Report website</td>
<td>37 (22.4)</td>
</tr>
<tr>
<td>Yoga</td>
<td>“Yoga” page on Wikipedia</td>
<td>27 (16.4)</td>
</tr>
</tbody>
</table>

**Table 5.** Definitions and examples of website types.

<table>
<thead>
<tr>
<th>Website type</th>
<th>Example</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Web providers and portal sites</td>
<td>• Information and advice supplied by web provider rather than a physical organization</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Portals act as catalogs of information providing a gateway to many other sites providing information and advice</td>
<td></td>
</tr>
<tr>
<td>Support groups</td>
<td>• Often run by individuals or on behalf of support groups</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• May be local, national or global in scale</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Often contains forums where consumers can read comments and contribute to discussions</td>
<td></td>
</tr>
<tr>
<td>Nonprofit organizations</td>
<td>• An organization that is aimed at providing a service that is free and not for profit</td>
<td></td>
</tr>
<tr>
<td>Government websites</td>
<td>• Provide patient information in the form of news, features and fact sheets</td>
<td></td>
</tr>
<tr>
<td>Companies or clinicians promoting sales of CIH(^b) services</td>
<td>• A corporate, institutional, or clinician website that promotes the sale of its own services</td>
<td></td>
</tr>
<tr>
<td>Sales sites that include the sale of CIH products</td>
<td>• Sales sites promote and sell drugs, medical devices or health plans often in addition to providing information</td>
<td></td>
</tr>
<tr>
<td>Personal sites (blogs)</td>
<td>• Contains personal experiences of illnesses and health issues</td>
<td></td>
</tr>
<tr>
<td>Information services</td>
<td>• Websites that provide articles on health and illness issues</td>
<td></td>
</tr>
<tr>
<td>Media sites</td>
<td>• Extensions of print or television media sites that provide the latest news and commentary on health features</td>
<td></td>
</tr>
<tr>
<td>Clinician sites</td>
<td>• Information on specific health issues or specialist clinics run by medical professionals</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)Examples reflect the parent website of a search result. For example, the page of the University of Maryland Medical Center that appeared in the page was about acupuncture.

\(^b\)CIH: complementary and integrative health.
Table 6. Frequencies of website types by domain (N=165).

<table>
<thead>
<tr>
<th>Website type</th>
<th>Domain</th>
<th>Acupuncture (n=37), n (%)</th>
<th>Homeopathy (n=33), n (%)</th>
<th>Massage (n=31), n (%)</th>
<th>Reiki (n=37), n (%)</th>
<th>Yoga (n=27), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Web providers or portal sites</td>
<td></td>
<td>8 (21.6)</td>
<td>4 (12.1)</td>
<td>7 (22.6)</td>
<td>3 (8.1)</td>
<td>1 (3.7)</td>
</tr>
<tr>
<td>Support groups</td>
<td></td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Nonprofit organizations</td>
<td></td>
<td>1 (2.7)</td>
<td>4 (12.1)</td>
<td>1 (3.2)</td>
<td>1 (2.7)</td>
<td>1 (3.7)</td>
</tr>
<tr>
<td>Government websites</td>
<td></td>
<td>4 (10.8)</td>
<td>1 (3.0)</td>
<td>2 (6.5)</td>
<td>2 (5.4)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Sale of CIH&lt;sup&gt;a&lt;/sup&gt; services</td>
<td></td>
<td>10 (27.0)</td>
<td>4 (12.1)</td>
<td>10 (32.3)</td>
<td>15 (40.5)</td>
<td>11 (40.7)</td>
</tr>
<tr>
<td>Sale of CIH products</td>
<td></td>
<td>8 (21.6)</td>
<td>6 (18.2)</td>
<td>4 (12.9)</td>
<td>10 (27.0)</td>
<td>6 (22.2)</td>
</tr>
<tr>
<td>Personal sites&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
<td>6 (16.2)</td>
<td>6 (18.2)</td>
<td>5 (16.1)</td>
<td>10 (27.0)</td>
<td>5 (18.5)</td>
</tr>
<tr>
<td>Information services</td>
<td></td>
<td>16 (43.2)</td>
<td>7 (21.2)</td>
<td>7 (22.6)</td>
<td>5 (13.5)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Media sites</td>
<td></td>
<td>8 (21.6)</td>
<td>9 (27.3)</td>
<td>5 (16.1)</td>
<td>6 (16.2)</td>
<td>12 (44.4)</td>
</tr>
<tr>
<td>Clinician sites</td>
<td></td>
<td>10 (27.0)</td>
<td>5 (15.2)</td>
<td>6 (19.4)</td>
<td>14 (37.8)</td>
<td>7 (25.9)</td>
</tr>
</tbody>
</table>

<sup>a</sup>CIH: complementary and integrative health.
<sup>b</sup>Totals include the additional blogs that were added to each domain as specified in the “Methods” section.

Figure 2. Modalities by site type. ACU: acupuncture, HOM: homeopathy, MAS: massage, REI: reiki, YOG: yoga.

Quality Assessment

We first considered the websites based on the Sandvik scale. Across all domains, a high proportion of websites received a score of 2 on ownership, currency, interactivity, and navigability (Figure 3). Scores were more variable with respect to authorship, balanced presentation of information, and the use of sources of information. Acupuncture demonstrated a unique pattern in terms of balance of information, with a tendency for ratings to be at the two extremes: 0 (only promoting own products or services), and 2 (balanced information). There was also a greater tendency to include source attribution than would have been expected, had all domains been equal ($P<.001$; see Multimedia Appendix 2 for standardized Pearson residuals and Multimedia Appendix 3 for pairwise comparisons of source attribution).
Aim 2: Message Content, Structural Features, and Presentation Style

We also examined message content, structural features and presentation style of websites. With regard to message content, there was considerable consistency across domains. Websites were divided on the inclusion of statistics, testimonials and quotations (Figure 4). A notable exception was yoga websites’ paucity of statistics.

With regard to structural features, nearly all websites had navigation menus, and most had privacy policies (Figure 5).

The presence of links to external websites differed across domains (N=165, $X^2=16.4$, $P=.002$) with acupuncture sites tending to include more external links, and yoga, fewer, based on standardized Pearson residuals greater than an absolute value of 2 (see Multimedia Appendix 2 for standardized Pearson residuals, and Multimedia Appendix 3 for pairwise chi-square tests of presences of external links). The presence of physical locations was more common than not among homeopathy and massage websites, and more evenly split in the case of the other domains. In general, websites did not have a third-party accreditation.

Figure 3. Sandvik quality indicators. ACU: acupuncture, HOM: homeopathy, MAS: massage, REI: reiki, YOG: yoga.

Figure 4. Message characteristics. ACU: acupuncture, HOM: homeopathy, MAS: massage, REI: reiki, YOG: yoga.
We now consider presentation style of the websites. Almost all had CIH information prominently displayed and presented information in a visually appealing fashion (Figure 6). They were generally mixed in terms of whether they contained advertisements. There was variation across domains in the extent to which the websites contained domain-specific terminology ($N=165, \chi^2=12.6, P=0.01$). Reiki was more likely to have been rated as having domain-specific terminology, homeopathy was less likely, based on standardized Pearson residuals of greater than an absolute value of 2 (see Multimedia Appendix 2 for standardized Pearson residuals, and Multimedia Appendix 3 for pairwise chi-square tests of presences of domain-specific terminologies).

**Aim 3: Harms, Benefits, and Website Purpose**

We examined the extent to which websites reported harms and benefits (Table 7). The number of websites not providing information about harms was high (119/165, 72.1%), as was the number of websites stating that a given modality offered multiple benefits (90/165, 54.5%). Pain reduction and psychological benefits were also frequently mentioned, in 69 (41.8%) and 51 (30.9%) of websites, respectively. While almost all websites that were coded “no benefit” did not mention any benefits, there were a few cases, such as Wikipedia and Quackwatch, in which the websites stated that there were no benefits. The benefits have been described as categories, as opposed to specific harms, to be concise. Examples of other

---

**Figure 5.** Structural characteristics. ACU: acupuncture, HOM: homeopathy, MAS: massage, REI: reiki, YOG: Yoga.

**Figure 6.** Presentation style. ACU: acupuncture, HOM: homeopathy, MAS: massage, REI: reiki, YOG: yoga.
harm that were noted include pneumothorax, broken needle, organ puncture, pain, drowsiness, dizziness, contamination, soreness, flu-like symptoms, blood sugar irregularities, and muscle strain. Examples of other benefits included benefits for sleep, fatigue, energy, relaxation, stress, immune function, anti-aging, wellness, and more.

With regard to purposes, providing information (126/165, 76.4%) and sales (61/165, 37.0%) were the most common (Table 8). Sites that were identified as providing information to support the professional nature of the modality included (1) the British Acupuncture Council [57], (2) Acupuncture Board, an autonomous body under the umbrella of the Department of Consumer Affairs, which licenses and regulates acupuncturists in California [58], (3) the British Homeopathic Association [59], and (4) the International Association of Reiki Professionals [60].

Table 7. Prevalence of harms and benefits (N=165).

<table>
<thead>
<tr>
<th>Category</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Harms</td>
<td></td>
</tr>
<tr>
<td>No harm</td>
<td>119 (72.1)</td>
</tr>
<tr>
<td>Misinformation</td>
<td>12 (7.3)</td>
</tr>
<tr>
<td>Improper</td>
<td>8 (4.8)</td>
</tr>
<tr>
<td>Contamination</td>
<td>4 (2.4)</td>
</tr>
<tr>
<td>Bleeding</td>
<td>3 (1.8)</td>
</tr>
<tr>
<td>Bruising</td>
<td>3 (1.8)</td>
</tr>
<tr>
<td>Syncope</td>
<td>1 (0.6)</td>
</tr>
<tr>
<td>Other</td>
<td>26 (15.8)</td>
</tr>
<tr>
<td>Benefits</td>
<td></td>
</tr>
<tr>
<td>Multiple benefits</td>
<td>90 (54.5)</td>
</tr>
<tr>
<td>Pain reduction</td>
<td>69 (41.8)</td>
</tr>
<tr>
<td>Psychological benefit</td>
<td>51 (30.9)</td>
</tr>
<tr>
<td>No benefit</td>
<td>48 (29.1)</td>
</tr>
<tr>
<td>Digestive</td>
<td>29 (17.6)</td>
</tr>
<tr>
<td>Neurologic</td>
<td>25 (15.2)</td>
</tr>
<tr>
<td>Endocrine</td>
<td>20 (12.1)</td>
</tr>
<tr>
<td>Gynecologic</td>
<td>12 (7.3)</td>
</tr>
<tr>
<td>Cardiovascular</td>
<td>11 (6.7)</td>
</tr>
<tr>
<td>Circulatory</td>
<td>10 (6.1)</td>
</tr>
<tr>
<td>Posture</td>
<td>9 (5.5)</td>
</tr>
<tr>
<td>Other</td>
<td>51 (30.9)</td>
</tr>
</tbody>
</table>

Table 8. Prevalence of website purposes (N=165).

<table>
<thead>
<tr>
<th>Website purpose</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Providing information</td>
<td>126 (76.4)</td>
</tr>
<tr>
<td>Sales</td>
<td>61 (37.0)</td>
</tr>
<tr>
<td>Training</td>
<td>12 (7.3)</td>
</tr>
<tr>
<td>Professionalization</td>
<td>11 (6.7)</td>
</tr>
<tr>
<td>Quality</td>
<td>8 (4.8)</td>
</tr>
<tr>
<td>History</td>
<td>7 (4.2)</td>
</tr>
<tr>
<td>Promotion of research</td>
<td>6 (3.6)</td>
</tr>
<tr>
<td>Present learned consensus</td>
<td>1 (0.6)</td>
</tr>
<tr>
<td>Other</td>
<td>18 (10.9)</td>
</tr>
</tbody>
</table>
Many of these sites were also noted as providing information about the history of the modality and promoting research on the modality. Though it was observed earlier that there were few government websites, sites that provide information about the profession may serve as regulatory bodies and provide varying degrees of quality control; thus, these sites may complement the role served by government websites such as that of the NCCIH.

**Discussion**

**Principal Findings**

We employed a systematic search strategy to identify top search results across 5 CIH domains and then performed quantitative content analysis to characterize the nature, quality, and assertions made by these websites. The most common types of websites were those selling services, and clinician, media, information services, and product websites. Overall, the diverse distribution of website types suggests that, regardless of CIH domain, the public encounters information through many different types of media, and it is important to consider how the presentation of this content may differ depending on the medium.

Regarding the overall quality, we observed similar patterns across domains on specific dimensions but not others. Websites received high scores on ownership, currency, interactivity, and navigability, but were inconsistent with respect to authorship, balanced presentation of information, and source attribution. These results suggest that guidelines and other efforts to improve information quality relating to CIH should place greater emphasis on recommendations for these dimensions. Concerning message content, we again observed similar patterns across domains in that websites were split regarding their inclusion of statistics, testimonials, and quotations.

The findings for structural features and presentation style appeared to differ across domains. Websites generally had a navigation menu and privacy policy. They also included information on CIH topics in a prominent way and were visually appealing. The listing of a physical address was more common among homeopathy and massage websites. Acupuncture and reiki sites tended to include more external links, and yoga, fewer. Also, there was variation across domains in the extent to which the websites contained domain-specific terminology. A substantive portion of websites reported either multiple benefits or no benefits, and reporting of harms was scarce. Though information provision was an important purpose for most of the websites that we reviewed (126/165, 76.4%), sales were also an important function (61/165, 37.0%).

The characteristics for which variability exist are areas that warrant greater attention from researchers, policy makers, clinicians, and patients. On their own, these characteristics may not necessarily be positive or negative. For example, testimonials and quotations could potentially provide misleading information, but they could also help readers to better understand the nature of the services being offered and particularly for those with more experience, to distinguish between different entities offering the same service. Similarly, references to external material and domain-specific terminology can provide helpful information for individuals that are new to a modality, but they can also confuse readers if the explanatory text is insufficient. Thus, this review on its own is not intended to provide a clear set of guidelines to be followed, but rather, identify dimensions for which there is a need to develop guidelines and patient education materials, and to assist individuals in the consumption and evaluation of CIH content that is publicly available on the internet.

**Comparison With Prior Work**

This study adds to the extant literature concerning CIH in multiple ways. First, the study provides a characterization of the types, quality, and other characteristics of websites providing CIH-related information that may influence how health consumers interact with these websites. Structural features and presentation style can be associated with perceptions of website credibility [43,61], and design can play an important role in credibility. Thus, the study provides a basic understanding of these websites and differences across CIH domains.

However, the study does not answer the question of how people might react to online CIH information. In this study, we found that websites providing CIH-related information often did not report harms and reported multiple benefits. Additionally, the Sandvik scores showed that the degree to which the information was balanced varied in the domains reviewed. However, individuals might be influenced regardless of the degree to which websites present balanced information, and even when presented with the same information, people may make different decisions.

There is a need to understand the variability in individuals’ decision-making processes concerning CIH, especially differences in how people may respond to online information about CIH. Previous research has reported that beliefs and attitudes are associated with CAM use [12,14], and some theoretical models have been used to conceptualize the process of choosing to utilize CAM [62]. However, none of these models have emphasized the role or presentation of information. Thus, more research is needed to understand how people interact with CIH-related websites and information, and how this influences their decisions to use CIH and their selection of modalities.

We might also consider the potential implications of the Elaboration Likelihood Model of Persuasion, which argues that individuals respond to source and message characteristics in different ways depending on the extent to which they focus on topics [63]. Prior research has also reported that individuals’ evaluation of, and interactions with, information can change over the course of a chronic condition [64,65]. Given that individuals might respond differently based on a combination of personal, situational and source factors, there is a need for additional research to understand how individuals may interact with the CIH information that they encounter online, and in turn, assist them to make informed decisions. This may be particularly important given that extant literature has reported that patients often do not report CIH use to their health care providers [17,66,67].
It may also be of interest to compare the results of this study to prior research on the quality of websites relating to particular conditions. Two conditions for which CIH use is common are chronic pain and inflammatory bowel disease [7,68]. Websites providing health information for these conditions have been shown to be variable in quality and possess shortcomings in terms of source attribution, links to additional information, and balanced reporting [69,70]. Thus, these issues are not necessarily unique to CIH. However, in a subject matter area where much remains to be understood, continual work to improve the quality of online information and efforts to educate patients to make informed decisions is vital.

Lastly, it is interesting to consider the full range of benefits that were mentioned in the online CIH-related content included in this review. Aside from pain reduction and psychological benefits, a wide variety of benefits including sleep, fatigue, energy, stress, immune function, and wellness were also mentioned. These findings are consistent with previous review literature. Extant studies have reported significant associations between CAM use and health factors including arthritis, anxiety or depression, cancer, diabetes, chronic conditions, psychological health, as well as self-rated general health [71]. Secondary analysis of National Health Interview Survey data has also illustrated the importance of wellness and of CAM as part of a self-management style, to CAM users [15].

Limitations
This study had several limitations. First, our study was limited in the number of websites that was reviewed. Our search strategy and website inclusion criteria were similar to those that have been used in previous research on online health information quality; however, when an individual is searching for CIH information, it is likely that they will perform multiple searches, and thus be exposed to websites that were not included in our review. Second, the rankings provided by search engines are generated by “commercial” algorithms and are not necessarily consistent over time or place [72]. Third, in this study, we employed checklists for which there was a limited set of choices (0, 1, 2 or 0, 1). It is possible that if we had employed a more granular set of scales, then we would have seen more variability among websites.

Last, in this study, we selected 5 types of CIH to provide a richer and more comprehensive assessment of the diversity of online health information quality in CIH. Though we endeavored to select a diverse set of modalities, there is considerable diversity both within and across CIH domains, and thus our conclusions are limited insofar as the domains may be representative. CIH modalities vary in terms of many characteristics, including their degree of acceptance by the public, the ways in which modalities are utilized (eg, through the services of a provider, class or product), the degree to which provider associations exist and provide support to practitioners, and the extent to which evidence-based information is available. Considering the quality of online health information in the context of these characteristics could potentially be of considerable interest, but was beyond the scope of this study.

Conclusion
In this study, we selected multiple domains of CIH and characterized them through multiple dimensions (1) type and quality, (2) message, structural, and presentation characteristics; and (3) harms, benefits and website purposes. To our knowledge, this is the first study to perform a multidimensional assessment of websites in multiple CIH domains. In considering CIH, it is important to realize that the term does not represent a single tradition. There are differences in modalities resulting from a myriad of factors including the history, conceptual foundations, level of recognition, service delivery models, and perceptions in the media. This review showed that while there are similarities among websites of different CIH domains, there are also differences. Professional associations and regulatory bodies for these different domains might use this study to develop guidelines that they could provide to practitioners. There are also characteristics on which websites tended to be split in terms of presence and prevalence, such as the provision of quotations, testimonials, external links, and terminology. While the presence or absence of such characteristics may not necessarily be a positive or a negative characteristic, the findings of this study could be helpful for practitioners to consider how to present information to their clients and patients, as well as to consumers, to assist them in evaluation of the content that they encounter. As such, this article might be used by a diverse audience for a variety of purposes (eg, by professional associations interested in developing guidelines for website development), CIH practitioners who are interested to learn about others in similar and different clinical care modalities, practitioners of allopathic medicine, and patients. A general understanding of some of the variability of website characteristics could help both health care providers and patients consider the websites that they encounter with greater discernment. Lastly, this article can assist researchers who are interested in understanding the content and manner of presentation of information that lay health consumers are exposed to about CIH, as well as to identify what we do not yet understand about the presentation of this information.

Acknowledgments
The work by LTS on this project was supported by National Institutes of Health National Library of Medicine Training Program in Biomedical and Health Informatics at the University of Washington, Grant Nr. T15LM007442. The work by AP on this project was supported by National Institutes of Health National Library of Medicine Training Program in the Department of Biomedical Informatics at the University of Utah, Grant #T15 LM007124.

http://www.i-jmr.org/2018/2/e14/
Authors' Contributions
ATC conceptualized the study and wrote the bulk of the text, LTS and RWB performed the quantitative content analysis. RWB, ATC, and AP performed the statistical analysis. LTS contributed to parts of the text. All authors provided suggestions and feedback on the manuscript.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Interrater reliability.

[PDF File (Adobe PDF File), 21KB - ijmr_v7i2e14_app1.pdf ]

Multimedia Appendix 2
Chi-square tests of independence for website characteristics.

[PDF File (Adobe PDF File), 61KB - ijmr_v7i2e14_app2.pdf ]

Multimedia Appendix 3
Pairwise comparisons of quality assessments.

[PDF File (Adobe PDF File), 47KB - ijmr_v7i2e14_app3.pdf ]

References


Abbreviations

CAM: complementary and alternative medicine
CIH: complementary and integrative health
NCCIH: National Center for Complementary and Integrative Health
SERP: second search engine results page

©Annie T Chen, Lisa Taylor-Swanson, Ronald W Buie, Albert Park, Mike Conway. Originally published in the Interactive Journal of Medical Research (http://www.i-jmr.org/), 10.10.2018. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Interactive Journal of Medical Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.i-jmr.org/, as well as this copyright and license information must be included.
Investigating the Role of Communication for Information Seekers’ Trust-Related Evaluations of Health Videos on the Web: Content Analysis, Survey Data, and Experiment

Maria Zimmermann¹, Dr phil; Regina Jucks¹, Dipl-Psych, Dr phil
Department of Psychology and Sport Science, Institute for Psychology in Education, Münster, Germany

Corresponding Author:
Maria Zimmermann, Dr phil
Department of Psychology and Sport Science
Institute for Psychology in Education
Fliedner Straße 21
Münster,
Germany
Phone: 49 251 8339482
Fax: 49 251 8331399
Email: maria.zimmermann@uni-muenster.de

Abstract

Background: According to the language expectancy theory and the communication accommodation theory, health information seekers’ trust evaluations of Web-based videos are determined by interplays between content and seekers’ expectations on vloggers’ appropriate language use in specific contexts of Web-based communication.

Objectives: Two investigations focused on differences both between vloggers’ language styles and between users’ general trust in specific Web-based platforms to investigate how the context of Web-based communication can be characterized (research question, RQ1). Thereafter, we investigated whether information uncertainty, vloggers’ language style, and context of Web-based communication affect seekers’ trust evaluations of videos (RQ2).

Methods: With a content analysis of 36 health videos from YouTube and Vimeo, we examined the extent of trust-related linguistic characteristics (ie, first-person and second-person pronouns). Additionally, we surveyed participants (n=151) on their trust in YouTube or Moodle (academic Web-based platform; RQ1). In an experiment, further participants (n=124) watched a video about nutrition myths and were asked to evaluate the information credibility, vloggers’ trustworthiness, and accommodation of language by vloggers (RQ2). Following a 3 × 2 × 2 mixed design, vloggers’ explanations contained unambiguous (confirming or disconfirming) or ambiguous (neither confirming nor disconfirming) evidence on the myths (within factor). Furthermore, vloggers used YouTube-typical language (many first-person pronouns) or formal language (no first-person pronouns), and videos were presented on YouTube or Moodle (between factors).

Results: The content analysis revealed that videos on YouTube contained more first-person pronouns than on Vimeo (F₁,35=4.64; P=0.04; ηp²=0.12), but no more second-person pronouns (F₁,35=1.23; P=0.23). Furthermore, when asked about their trust in YouTube or Moodle, participants trusted YouTube more than Moodle (t₁50=−9.63; all P ≤ 0.001). In the experiment, participants evaluated information to be more credible when information contained unambiguous rather than ambiguous evidence (F₂,116=9.109; P<0.001; ηp²=0.14). Unexpectedly, information credibility did not depend on vloggers’ language style or the video platform (F₁,117=2.40; P ≥ 0.06). Likewise, video’s platform did not affect participants’ evaluations of vloggers’ trustworthiness (F₁,117<0.18; P>.34). However, participants judged vloggers who used a YouTube-typical language as being more benevolent, and their language use as being more appropriate in both video platforms (F₁,117=3.41; P ≤ 0.03; ηp²≥0.028). Moreover, participants rated the YouTube-typical (vs formal) language as more appropriate for Moodle, but they did not rate one or the other language style as more appropriate for YouTube (F₁,117=5.40; P=0.01; ηp²=0.04).

Conclusions: This study shows that among specific Web-based contexts, users’ typical language use can differ, as can their trust-related evaluations. In addition, health information seekers seem to be affected by providers’ language styles in ways that depend on the Web-based communication context. Accordingly, further investigations that would identify concrete interplays...
between language style and communication context might help
help or hurt seekers’ ability to accurately evaluate information.
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Introduction

Trust in Web-Based Nutrition Information

At least because of Popeye whose arms triple when he eats
spinach and gains enormous power, the folk wisdom about
spinach and its immense amount of iron has become anchored
in the minds of the people. Even the information about the
malpositioned decimal point that caused the falsely perceived
iron content of spinach—and the followed scientific discussion
about citation errors that have spread this false
assumption—have not changed much [1].

Whenever people have questions about nutrition, the easiest
way they can get information is on the internet. Using the
internet has become a widespread way to inform people about
nutrition [2,3], and how people process and evaluate Web-based
health information affects their medical decisions as well as
their health [4-7]. Although it can be challenging for people to
get accurate information on the internet [2,4,8], the internet
concurrently also offers the advantages of interactivity,
anonymity, and a low threshold for getting information.

Regarding getting information from Web-based videos, people
reported that they watch Web-based videos not only to gain
knowledge [9] but also to support their individual learning
[10,11]. However, viewing videos from video platforms on the
Web may put (lay)people at risk of getting inaccurate,
incomplete, or inadequate information not only because the
content of Web-based videos is rarely reviewed and, therefore,
the quality varies vastly [12,13] but also because information
seekers have difficulty evaluating whether the obtained
information is true [7]. In this sense, determining the objective
accuracy of any health information (video or otherwise) is
challenging as even medical evidence rarely attains absolute
certainty and can always be proved wrong by supplemental
evidence [7,14].

Thus, information seekers’ risk of encountering inaccurate
information on the Web comes from both the proportion of
information that is likely inaccurate and the inability of a
(lay)person to filter inaccurate information [8]. Consequently,
information seekers need to rely on qualified information
providers, as their own expertise about the topics of interest is
likely incomplete, and their resources for evaluating the content
according to academic criteria are limited (eg, evaluating
whether the evidence given to support a claim is based on
plausible scientific methods [4,15]). Instead, they need to
identify criteria that indicate whom to rely on [7]. Therefore,
in addition to or instead of understanding the academic criteria
that can be used to assess the actual quality of information, it
is also critically important to understand what kind of criteria

information seekers use to determine that they can trust someone
to provide adequate information [7,8,16,17].

Although various phenomena related to trust are mirrored in
diverse research fields—leading also to many definitions of
trust [18-21]—we consider the common principles of trust when
examining the relationship between information seekers and
providers. As such, relationships between information seekers
(trustors) and providers (trustees or trust objects) [22-25] entail
an actual or perceived imbalance in each party’s extent of
knowledge. In turn, trusting the information provider requires
that the information seeker willingly accepts that he or she can
never really know if the information is adequate or whether the
provider indeed has more knowledge (uncertainty of trustors
[21-23,25,26]). Thus, health information seekers’ risk being
misinformed if the information provider offers inaccurate,
incomplete, or inadequate information. In this sense, several
characteristics of trust objects (such as the provider’s
trustworthiness or attractiveness) are considered antecedents of
trust. Moreover, (dis)trust is considered to be either an outcome
from, or a formative, or a conditional aspect of a trusting or a
distrusting relationship [23,25,27].

So far, the research on seekers’ evaluation of Web-based
information has shown that several factors, such as the
information source, the content of the information, and the type
of media, are important when people evaluate the credibility of
Web-based information in general [28-32]. Regarding health
information specifically, the kind of criteria that people use to
judge the credibility of Web-based health information is often
related to the characteristics of the Web-based information and
the provider of the Web-based information [16,22]. Although
people’s judgments of a provider’s trustworthiness correspond
to judgments about the credibility of information and vice versa
[33], single factors, such as the provider’s language and the
content of information, seem to influence information seekers’
evaluations of the information and the provider in different ways
[34,35]. Therefore, in the rest of the study, we consider that
people’s willingness to rely on both the characteristics of the
provided information and those of the information provider are
concepts (hereinafter called the credibility of information and
the trustworthiness of providers) that, although they depend on
one another, can be influenced differently by individual factors.

The main aim of this study was to extend the research on how
health information seekers evaluate information and information
providers. We consider the relationship between health
information seekers and providers to be mainly determined
communicative patterns. Thus, in the following sections, we
outline how the information providers’ language style and the
context of the Web-based communication can be viewed as
factors that information seekers analyze to determine whom
and which information to rely on.
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The Communication Between Health Information Seekers and Providers

According to language expectancy theory (LET) [36] and communication accommodation theory (CAT) [37], gaining knowledge when seeking health information on the Web is not only determined by the content of the information (ie, what is said) but also by who is communicating (ie, who is saying it), their manner of communication (ie, how are they saying it), and the context of communication (ie, where takes the communication place). In particular, LET predicts people’s attitude change (eg, imparting of knowledge) on any violations of their language expectancies that represent people’s expectations on interlocutors’ appropriate language use in a given context. Accordingly, information seekers should evaluate providers positively if providers use language styles that fit with cultural values and situational norms (ie, no violations). Similarly, information seekers should evaluate providers positively if providers use language styles more favorably than expected in a situation (ie, positive violation, eg, a doctor uses unexpectedly easy everyday terms as the doctor was used to use difficult medical jargon at previous appointments). Contrary, they should evaluate providers negatively if providers use language that conflicts with cultural values and situational norms (negative violations). Similar to what LET predicts, the CAT also predicts that information providers should be evaluated more positively if they use appropriate (ie, accommodative) language in a specific context. According to CAT, the interlocutor or audience is an important aspect that determines the contextual norms of communication.

In sum, both theories on interpersonal communication take into account the context of communication. In this sense, LET and CAT consider that the rules and norms embedded in the context of communication influence how people communicate, how people evaluate their interlocutors, and how people evaluate the appropriateness of their interlocutors’ language use given a certain context; hence, these factors influence the communicative success.

Health Information Providers’ Language Styles

On the Web, the language style used by the information provider offers especially salient information about the provider [15,16,38,39] and, therefore, is likely to influence an information seeker’s perceived trustworthiness of the provider [5,15,38-43]. In this sense, an information seeker might perceive a specific language style used by the provider and then use it to judge some characteristics of the provider such as their competence or benevolence. In general, one’s language style can be characterized by numerous linguistic aspects (eg, the use of technical terms, self-references, or hedges), and a health information provider’s language style might impact a seeker’s judgments about their credibility and trustworthiness [34,35,40,41].

Information providers’ use of personal references (ie, referring to oneself or someone else) is closely associated with how people perceive providers’ expertise [40,41] and how much people learn from them [44], and hence, such references are of special interest for seeking health information. Linguistically, as self-references (eg, first-person pronouns) are related to the extent of a speaker’s self-disclosure, they might offer information about providers’ trustworthiness in 2 ways: on the one hand, self-disclosure is considered important for establishing trust in Web-based communication, as it signals a willingness to open up and, hence, might promote the reciprocal exchange of information [38]; accordingly, high number of self-references can lead to higher credibility judgments [45]. On the other hand, it seems crucial that people share just the right amount of personal information, as sharing too much personal information and using too many first-person pronouns can also be perceived as unprofessional [41]; accordingly, high number of self-references are also found to negatively influence the trustworthiness of information providers on the Web [40,46]. Overall, the evidence on how self-disclosure affects trust-related evaluations is sparse and conflicting. Similarly, research has revealed conflicting evidence on how providers’ use of technical language (also associated with providers’ trustworthiness [41]) affects credibility judgments, as using high amounts of technical language has led to both higher [41,47] and lower credibility judgments [48,49]. These conflicting findings on the individual impact of providers’ language styles on trust-related evaluations might strengthen the assumptions of LET and CAT, which state that people’s evaluations of providers are not only influenced by the language style itself but by a complex interaction among the content, the interlocutors, the provider’s language use, and the context of communication.

The Context of Web-Based Communication

Context is considered crucial in several approaches on people’s evaluations of Web-based information [5,32,50-56]. Although context is always assumed to influence people’s evaluations, what constitutes this context has been defined, however, with different levels of concreteness and using different aspects [56]. For instance, context has previously been described in terms of how long people spend searching for Web-based information [53,57], the characteristics of information seekers (such as their self-disclosure, expectations, or experiences) [52,58], the interaction of several aspects [50,56], or differences between seeking information on the Web or in naturalistic (ie, offline) settings [59].

Although context has often been assumed to influence people’s evaluations, it has been, so far, rarely investigated in research about credibility on the Web, which may be because of the challenges in defining and conceptualizing context for Web-based as well as offline information seeking [33,56]. However, a review of the theoretical frameworks used to assess Web-based information emphasizes that to operationalize credibility, considerations, and conceptualizations of different Web-based contexts need to be outlined, as we must investigate these contexts to understand people’s credibility judgments better [33]. Furthermore, Web-based health information seekers risk misjudging even accurate information if they do not recognize the context in which the information is supposed to be interpreted (also described as context deficit [5,60]). By combining the concept of context in LET and CAT with approaches that have been used to study the impact of online media and its affordances (relating to its features) on people’s evaluation of Web-based information [32,61], we consider the...
context of Web-based communication to cover the norms and rules about users’ typical use of online media as well as users’ expectations of typical media use. Expectations of typical media use relate to the affordances that online media offer (such as navigability or recordability), where affordances refer not only to the simple features but also to the dynamic relationships among those features, the cues (e.g., button for record) that features offer users, and how users use those cues [61]. Importantly, these affordances should be considered as part of the Web-based context, as research has considered several affordances of online media that might affect trust-related evaluations of Web-based information and information providers [30,32,35,62].

By considering the concept of online media affordances, we derived the following definition for the Web-based communication context.

The Web-based communication context is determined by certain norms. These norms emerge from and shape continuous dynamic relationships among (1) affordances of online media, (2) cues accompanying these affordances, and (3) how users use these cues [63].

This definition complements the concept of affordances by adding the concept of norms, which includes users’ typical use and users’ expectations on typical use. Norms or rules should constitute and emerge from users’ (typical) use of online media—irrespective of explicitly named rules of the media. For instance, if specific affordances of online media create norms on how to communicate typically, these norms should also entail users’ expectations about an appropriate way to communicate in this media [64]. In this sense, the community of online media (ie, users) is crucial for establishing norms and, hence, is an important aspect of the context [37]. Thus, the definition of contexts closely refers to research on norms of online communities: for instance, group member’s awareness of norms that were caused by online communities’ characteristics (ie, size and extent of use, lack of nonverbal cues, anonymity, warranting, communication record, and community type [65]), norms of online communities that are caused by sociotechnical interactions with characteristics of the Web-based environment [66], or sharing norms as interactions within virtual communities [67]. In this sense, it is likely that online communities may also evoke norms for community-specific language styles [64].

Previous Research on the Impact of Contexts of Web-Based Communication

With respect to rather typical language styles for specific contexts of Web-based communication, research has identified differences in linguistics characteristics between Facebook, Twitter, and YouTube, where the affordances of the media platform cause certain differences such as the length of the texts: Facebook posts can contain unlimited numbers of characters, whereas Twitter posts (tweets) are limited to 140 characters [68]. Similarly, YouTube’s affordances of high anonymity and heterogeneity among users may cause more foul language on YouTube than on Facebook [69].

With respect to how the context of Web-based communication affects trust-related evaluations, previous studies have shown that users are affected by different types of online media itself (ie, websites, blogs, bulletin boards, and internet) [70] as well as by different affordances and cues related to a type of online media [71,72]. With respect to the community as an important aspect of Web-based contexts, information seekers evaluated medical experts as being more trustworthy when they provided information in online forums for medical professionals rather than in online forums for lay persons; hence, seekers evaluated the trustworthiness of medical experts differently depending on the specific online community [34].

Moreover, research also indicates that the appropriateness of a health information provider’s language style is crucial not only when health information is sought offline [73,74] but also when it is sought on the Web [34,75-79]. In this sense, when providers use language that is accommodative toward the (online) audience, this is considered appropriate, as it takes into account the audience’s communication preferences and, in turn, enhances their satisfaction with the communication [37,74]. As users of online media are considered to show and expect the norms of a particular (Web-based) context of communication [37,65], it is interesting that some of the research done so far, although there are not many studies, have identified differences in users’ language styles for different online media [68,69]. Furthermore, I study also found that using a particular language style (ie, the number of self-references in messages) led users to evaluate a provider’s trustworthiness differently depending on whether the language style was used on Facebook or Twitter [62]. Thus, participants’ evaluations were seemingly impacted by the provider’s language style as well as by the context of the Web-based communication. Overall, research indicates that users of different Web-based platforms communicate in different ways, and they evaluate information and providers’ language styles differently depending on the context of Web-based communication.

Rationale

Seeking health information on the Web is a common way to obtain knowledge about health-related information and can influence personal health decisions [6]. In this sense, health information seekers need to use criteria that indicate whom they can trust to provide accurate, complete, and adequate information [7]. As such, it is important to identify these criteria and investigate their impact on trust-related evaluations. As seeking health information on the Web involves communication between information seekers and providers, trust-related evaluations depend not only on the content of the information but also on how seekers evaluate the providers and their manner of communicating and also on the context in which the communication takes place. Moreover, information seekers’ evaluations also are shaped by their expectations about appropriate language use, given a specific context [36,37]. According to LET and CAT, health information providers’ language styles and the context of Web-based communication should, therefore, impact health information seekers’ evaluations of providers and the information in 2 ways, individually and reciprocally. However, research considering both aspects is sparse.
As it is difficult to conceptualize the context of Web-based communication, we aimed to identify differences between specific Web-based contexts that are associated with users' typical use [36,37,61], as this would not only extend previous findings on Web-based context-specific norms but it would also help to characterize specific contexts more concretely. For this purpose, we investigated differences in users’ language styles (first investigation) and users’ trust evaluations (second investigation) regarding specific contexts of Web-based communication that are relevant when watching Web-based health videos. As such, the Web-based communication context is defined by norms and rules about the online media affordances, cues accompanying affordances, and how users use these cues. Accordingly, diverse Web-based platforms may adequately represent and operationalize different contexts of Web-based communication, as users’ use of Web-based platforms and these platforms’ affordances should constitute the norms corresponding to users’ typical use of the Web-based platforms.

Research question (RQ) 1: Are there differences in users’ language styles and users’ trust-related evaluations regarding specific contexts of Web-based communication?

Building on the findings of this study’s first and second investigations, which address RQ1, this study’s third investigation examined experimentally whether health information seekers’ trust-related evaluations of a Web-based video about nutrition myths were affected by the content of information, the language style of the information provider, and the context of the Web-based communication.

RQ2: Here, we consider an interaction between the language style of health information providers and the context of Web-based communication: are health information seekers’ willingness to rely on information providers and the information they provide impacted by the information itself, the information provider’s language style, the appropriateness of this language style given the specific context of Web-based communication, and the context of Web-based communication?

The aim of this study’s first 2 investigations was to gain empirical insights into certain contexts of Web-based communication. We, therefore, explored whether people communicate and trust differently depending on the Web-based context—namely, the Web-based platform. Accordingly, we first investigated whether speakers of Web-based health videos on Vimeo or YouTube used different linguistic styles. As we further aimed to extend the research on how Web-based platforms individually impact users’ trust evaluations [70], we, in a second study, investigated whether users differ in their willingness to trust YouTube and Moodle (a platform for universities to share learning material). The empirical findings from both investigations allowed us to combine the theoretical assumptions about the context of Web-based communication derived above with actual findings from specific Web-based platforms.

Background for Investigation 1: Vloggers’ Language Styles on YouTube and Vimeo

Although YouTube is arguably the most popular social media platform to watch, share, and comment on Web-based videos (eg, based on monthly unique viewers [80]), we aimed to compare YouTube with a Web-based platform that is similar in its purpose and is also popular. Thus, we selected Vimeo, belonging to InterActiveCorp, which is also a social media platform to watch, share, and comment on Web-based videos; it has about 60 million registered users [81] and is used by about 240 million unique users per month. As such, Vimeo has significantly fewer users than YouTube, which is used by over a billion people [82]. Moreover, every day 5 billion videos are watched on YouTube, and every minute 300 hours of video material is added [83]. Together, YouTube and Vimeo were accessed most frequently by internet users to watch videos in the United States [84], with Vimeo, after YouTube, reaching the second highest extent of internet users in the United Kingdom [85]. Furthermore, YouTube and Vimeo differ with respect to their financing. Although the free version of YouTube—which is probably used by users most often—is mainly financed by advertising displayed before and during the videos, the ad-free platform Vimeo offers both free memberships and pro memberships, and the whole platform is financed exclusively through these pro memberships [81]. As such, Vimeo also offers services that can increase the quality of videos, and it further curates films to provide high-quality content.

Therefore, YouTube and Vimeo can be considered examples of Web-based platforms whose differences might lead to community-specific norms, which may result in community-specific language styles [36,37,64], but that are still comparable in terms of most users’ purposes for use. So far, however, only a few studies have identified linguistic differences between Web-based platforms [68,69]. In 1 study, a content analysis of contributions on Web-based platforms revealed that nonprofit advocacy groups use different propaganda characteristics in their messages on Facebook, Twitter, and YouTube [86]. When posting on YouTube compared with other platforms, these organizations used more authority figures; conversely, when posting on Twitter compared with Facebook or YouTube, they more often reduced complex issues. Similarly, users seemed to use more foul language on YouTube compared with other platforms like Facebook, which might because YouTube has heterogeneous users and is highly anonymous [69].

We aimed to extend these findings by investigating whether information providers in Web-based health videos use different number of personal references on Vimeo or YouTube. We focused on first- and second-person pronouns as they represent the use of personalization in language styles in Web-based videos [13,87] and are crucial for trust-related evaluations [38,40,41].

Background for Investigation 2: Users’ Trust in YouTube and Moodle

As we aimed to investigate differences in users’ trust-related evaluations in different Web-based contexts of communication,
we investigated whether users’ trust in Web-based platforms differs. In this sense, it is worthwhile to determine if users do trust in Web-based platforms to provide Web-based services because trust in these trust objects (services) might also affect trust in associated trust objects (the information on the platforms). Accordingly, any differences between users’ trust in these platforms additionally allow one to derive hypotheses about whether such platforms have individual effects on information seekers’ evaluations of the information provider and the information (this study’s third investigation). In this sense, differences between how users evaluate the same information (regarding whether they trust it) that occurs on different Web-based platforms [70] might be caused by users’ general trust in those platforms [30,88].

We decided to investigate users’ trust in YouTube versus a Web-based platform that obviously differs in its operators but still offers users the opportunity to watch Web-based videos. YouTube and Moodle represent good platforms to compare, as Moodle is a platform provider for educational institutions, and its main purpose is to share learning materials such as book chapters, course curricula, and videos; conversely, YouTube is the most popular social media platform to watch, share, and comment on Web-based videos.

Research on trust in Web-based platforms [89-92] considers trust similarly to how we have described it above, where research aims to both investigate trust as a formative aspect leading to trust-related actions regarding the trust object (such as using a Web-based platform [89,90]) as well as to investigate characteristics of Web-based platforms as antecedents of trust (such as trustworthiness or usability [91,92]). To investigate whether there are differences between both platforms in terms of people’s trust in the platform, we assessed people’s perception of each platform’s characteristics and people’s self-reported willingness to interact with the platform as well as people’s self-reported familiarity with the platform when using for a certain purpose [86].

**Background for Investigation 3: The Impacts of the Uncertainty of Information, Information Provider’s Language Style, and the Context of Web-Based Communication on Health Information Seekers’ Trust-Related Evaluations for a Web-Based Video About Nutrition Myths**

According to LET and CAT, whether health information seekers rely on information providers and their provided information depends not only on the content of information but also on the providers’ language styles, the contexts of Web-based communication, as well as on seekers’ expectations about appropriate language styles, given specific Web-based contexts (ie, the reciprocal impact of language styles and contexts of Web-based communication). In this sense, research indicates that information seekers make use of not only single factors related to information providers, the information itself, or the media through which information is transferred when evaluating Web-based information [29,33,34,46]. Thus, this study’s third investigation intended to investigate how information seekers are affected by the integrative consideration of single factors at these levels. Hence, building on the findings of this study’s first 2 investigations, the following experiment examined how the uncertainty of information, the language style of the provider, and the context of Web-based communication affect individually and reciprocally seekers’ evaluations of information credibility and the provider’s trustworthiness when watching a Web-based video about nutrition myths (RQ2). Therefore, a 3 × 2 × 2 mixed-design Web-based experiment was conducted with the factors being uncertainty of information (uncertain, confirming the myth, and not confirming the myth), language style of the vlogger (YouTube-typical vs formal language style), and the context of Web-based communication (Moodle vs YouTube).

The Web-based platforms YouTube and Moodle were chosen as contexts of Web-based communication because they contain features that should determine differences between users’ typical use of both platforms and should, therefore, impact health information seekers’ trust-related evaluations. Moodle is a platform provider for educational institutions, and the main purpose of the use is to share learning materials, such as book chapters, course curricula, and videos. Accordingly, videos on Moodle are most often uploaded by academics who are providing learning material to their students. Conversely, videos on YouTube are not necessarily uploaded by academics because every user is allowed to upload content for several purposes. Hence, on Moodle, the homogenous community is made up of rather educationally close members compared with the heterogenous community on YouTube. As the community (ie, users) of both Web-based platforms differs, it is likely that these platforms represent contexts of Web-based communication with different norms [36,37,65]. Accordingly, the platforms should impact how users communicate on these Web-based platforms and how they evaluate the appropriateness of information providers’ language use [64]. In addition, users on both platforms can watch Web-based videos, but users seem to trust in these platforms differently. In particular, people seem to be more familiar and more willingness to transact with YouTube compared with Moodle, whereas they do not ascribe higher ability, benevolence, nor integrity to YouTube compared with Moodle (this study’s second investigation).

In the following, we summarize the theoretical and empirical approaches for each factor and the interplay among a vlogger’s language style and the context of Web-based communication to derive hypotheses in terms of factors’ individual and reciprocal impacts.

**Uncertainty of Health Information on the Web**

Research on the credibility of Web-based information indicates that the content of information affects people’s evaluation [29,33,35]. Thereby, the uncertainty of information has been highlighted in several studies because often scientific information entails preliminary findings—which are further often discussed controversially, especially if findings’ origins and implications are attributed to conflicting scientific trends [93]. On the Web, seeking health information can bring to light the uncertainty of information, as people not only become aware of conflicting opinions about symptoms’ origins, diagnosis validity, and optimal treatments but they can also be confronted with numerous conflicting opinions [94,95]. By focusing on ambiguity as an antecedent of uncertainty, the ambiguous
representation of an issue has been shown to make people see evidence as risky and avoid making decisions, and these outcomes appear to depend on the origin of the ambiguity—for instance, whether the information is either conflicting or incomplete [96].

Accordingly, people’s confusion has also been investigated for conflictual information in Web-based newspapers [97]. In that work, studies with more conflictual information about deep brain stimulation was associated with people expressing higher levels of uncertainty and commenting more negatively on these studies. Similarly, people judged an original message about the risk of red meat to be more credible if they received another message about its risks (a consistent message) compared with a message about its benefits (a conflicting message); interestingly, these conflicting and consistent messages did not influence the perceived trustworthiness of the information provider [98]. In addition, conflicting rather than consistent information about the risky use of a drug to treat high cholesterol made participants less likely to recommend the medication to a fictitious friend [95]. However, in a study where people received analogous information about both the risks and benefits of either an unfamiliar or a familiar food supplement (ie, conflicting information), people reflected more about these risks and benefits if they generally believe knowledge to be dynamic and complex and if they were given information about the less familiar (CQ10) supplement [99]. This, in turn, indicates that people’s epistemic beliefs and their familiarity with the topic influence how they process ambiguous information. In general, people seem to heuristically use rules of thumb when receiving conflicting instead of consistent information, and therefore, they seemingly use different strategies to decide about their health depending on whether they are processing conflicting or consistent information [100].

Although these findings predominantly indicate that people seem to perceive consistent information to be more credible than conflicting information, people’s judgments in this context are, for instance, also influenced by the following factors: the order of presented information, people’s prior epistemic beliefs, and people’s attitude toward the topic [101]; the complexity of information and the number of sources that provide the information [102]; and the overall trustworthiness of the information provider [103]. Hence, again, instead of considering only the uncertainty of information, it is more realistic to also consider characteristics regarding the provider of information.

As nutrition myths are widespread and collective conceptions about nutrition arise because they are reiterated over and over, people’s familiarity with such (mis)conceptions causes them to believe that the (mis)information is correct—irrespective of the scientific origin of the information [1,104,105]. After considering the summarized evidence for how people evaluate the uncertainty of Web-based information, we have derived the following presumptions and accompanying hypotheses for how people evaluate Web-based videos about nutrition myths:

**H1: When discussing a popular nutrition myth, a vlogger’s scientific explanations that confirm, disconfirm, or neither confirm nor disconfirm the myth are expected to impact how people judge the credibility of information. People should evaluate a video’s information that is consistent with the nutrition myth (confirming the myth) as being more credible compared with a video that gives conflicting information (disconfirming the myth) or that gives information that neither confirms nor disconfirms the nutrition myth. In addition, people should evaluate a video’s information to be more credible when scientific explanations neither confirm nor disconfirm the myth compared with those explanations that disconfirm the nutrition myth.**

**Language Style of Vloggers**

According to LET and CAT, the success of seeking health information on the Web is determined by how health information seekers evaluate the providers’ language style. Especially on the Web, the language style of an information provider is considered an outstanding cue to assess characteristics about the provider [15,16,38,39]. Indeed, research, so far, indicates that the provider’s language style is a cue that impacts whether people perceive the information to be credible and the information provider to be trustworthy [34,35,40,41].

In this context, linguistic aspects of personal references (eg, first-person and second-person pronouns) are of special interest for seeking health information, as providers’ use of personal references is closely associated with providers’ expertise [35,40,41]. According to the findings in this study’s first study, a typical characteristic of health videos on YouTube is the usage of first-person pronouns. Similarly, so-called conversational language is achieved by linguistic aspects of self-disclosure [106]: That is, changing third-person into first-person pronouns makes it seem as if the author (or vlogger) is talking to you and is expressing a personal experience. As a YouTube-typical language style involves self-disclosure by the communicator, it might be an important mechanism for establishing trust in Web-based communication [38,41]. However, it is unclear to what extent sharing personal information might promote a trustful relationship: it could be that sharing personal information entails the risk of reducing the perceived expertise of the provider, as experts are expected to conduct themselves in an objective and unbiased manner. Accordingly, fewer first-person pronouns in Web-based medical advice predicted a higher perceived expertise of advice givers and helped people to determine that the advice givers were experts rather than laypersons [41]. Similarly, mental health information in messages on Facebook and Twitter that included personal testimonials (compared with those without personal testimonials) led people to think more critically about the provider [46]. In addition, another study showed that high self-disclosure in Web-based advice negatively impacted the perceived benevolence of the provider (as one aspect of trustworthiness) [40]. In contrast to this, it could be particularly self-references that may signal the willingness to open up and, hence, may promote a trustworthy relationship, as this could lead to reciprocal exchange of information [38]. Accordingly, there is also evidence that a high number of self-references led to higher trust-related judgments [45].
To sum up, the use of personal reference seems to affect people’s judgments of a provider’s trustworthiness. The assumptions on the impact of personal references are ambiguous, but in the majority, the use of first-person pronouns decreased people’s perceived trustworthiness of providers, which could be caused by people’s expectation on how experts should communicate. On the basis of these thoughts, we formulated the following hypothesis:

H2: A vlogger’s use of YouTube-typical language (the use of first-person pronouns) in a Web-based video causes people to evaluate the video’s information as being less credible and the video’s vlogger as being less trustworthy compared with when vloggers use formal language (no first-person pronouns).

Context of Web-Based Health Videos

As previously described, the context of Web-based communication should be taken into account in addition to the content of information and the language style of information providers when investigating health information seekers’ trust-related evaluations of Web-based information and information providers. According to LET and CAT, the context of Web-based communication should impact not only how people communicate but also people’s evaluations of the interlocutors—irrespective of one’s used language style [36,37]. Hence, besides affecting users’ language use [68,69] (see also this study’s first investigation), different Web-based contexts might also individually influence people’s judgments of information and providers. The context of Web-based communication is considered norms and rules about the online media affordances, cues accompanying affordances, and how and what for these cues are used by users. As such, diverse Web-based platforms may represent different contexts of Web-based communication. However, evidence on any individual impact of Web-based platforms on trust-related evaluations is sparse [70]. Furthermore, even within a Web-based platform, some features are associated with distinguishable norms. For instance, this would be the case for an online health forum platform where a panel of experts communicates, in 1 forum thread, mainly to an audience of medical professionals and, in another forum thread, to an audience primarily of laypersons. In this context, the experts who provided the same information to medical professionals were evaluated to be more trustworthy compared with those who provided the information to laypersons [34].

In case people judge the credibility of Web-based health information and information providers differently depending on where the information came from [34,70], the communication context might serve (heuristically) as a cue for health information seekers and, hence, influence how they evaluate Web-based information. Thus, in line with approaches focusing on the halo effect as a phenomenon leading information seekers to biased judgments [30,88], seekers’ perceptions and evaluations of the Web-based platform might be transferred to the information found on this platform. Accordingly, a positive or negative impression of a Web-based platform would affect seekers’ judgments of information and providers in the same direction regardless of whether the platform is the source of information or rather acts as a mediator. Putting together, the contexts of Web-based communication are assumed to influence information seekers’ trust-related evaluations [30,36,37,88]. Thus, people’s impressions of Moodle and YouTube might likewise affect people’s evaluations of the Web-based health videos being presented on these platforms. As people seem to trust in YouTube rather than in Moodle (this study’s second investigation), the following hypothesis is derived.

H3: As people are more familiar and willingness to transact with YouTube compared with Moodle and this causes them to trust YouTube more than in Moodle, a Web-based video presented on YouTube causes health information seekers to evaluate the video’s information to be more credible and the video’s vlogger to be more trustworthy compared with when they evaluate the information and the vlogger of a video presented on Moodle.

Language Style in Specific Contexts of Web-Based Communication

In addition to studying the main effects of the context of Web-based communication and the vlogger’s language style in a Web-based video, we are also interested in whether both of these factors interact and, hence, lead people to evaluate the credibility of information and trustworthiness of vloggers differently because of a perceived appropriateness of language style, given a certain context of Web-based communication. Again, by referring to our considerations described in this study previously, the context of communication is expected to influence users’ language use within a certain context and therefore should also influence other users’ expectancies on either appropriate or not appropriate language use given this context. In turn, users’ evaluations of the appropriateness of information providers’ language use given a certain context, should also impact users’ trust-related evaluations of information and information providers [5,36,37]. Thus, even the same provider’s language style can cause differences in the quality of trust-related evaluations [76-78], as according to LET and CAT, the appropriateness of language styles given a certain context—respectively community—is also crucial for people’s evaluations.

There are some studies indicating that information seekers’ trust-related evaluations of the Web-based information and the information provider are influenced by whether people perceive the provider’s language use as either appropriate or not appropriate given a certain Web-based context. For instance, when (lay)people were exposed to nutrition information that was provided in the forum intended for medical professionals, they perceived the information which had a high amount of medical technical jargon to be more credible compared with the same information that was found in the forum intended for laypersons. Conversely, they perceived the information that was provided in the forum intended for laypersons, which had a low amount of medical technical jargon to be more credible compared with the same information that was provided in the forum intended for medical professionals [34]. Hence, people evaluated the information to be more credible when the language...
was adapted to the intended audience. Similarly, in a different study, when information providers used either personalized messages (ie, messages with first-person pronouns and self-disclosure concerning provider’s health) or depersonalized messages (ie, messages without first-person pronouns and without self-disclosure), people rated the providers’ trustworthiness differently depending on whether the messages were presented on Twitter or Facebook. Although it is not clear whether 1 of the 2 language styles was expected to be more typical for either Twitter of Facebook, people rated providers who tweeted depersonalized messages on Twitter to be more competent than providers who posted with depersonalized messages on Facebook; conversely, people rated providers who posted personalized messages on Facebook to be more competent than providers who tweeted personalized messages on Twitter [62]. Nevertheless, the research on any reciprocal impact of information provider’s (appropriate) language style and the context of Web-based communication is sparse.

By considering these thoughts, we assumed that people find it more appropriate if a vlogger’s language style in a Web-based video matches people’s expected rules and norms of its platform [36,37]. More simply, a YouTube-typical language style (such as the use of first-person pronouns: this study’s first investigation) might be perceived as appropriate on YouTube. Conversely, as Moodle is a learning platform that includes materials about academic issues, low self-disclosure (such as the nonuse of first-person pronouns in formal language) might be seen as more professional and appropriate on Moodle [41]. Hence, we derived the following hypothesis on an interaction effect:

H4: A Web-based video presented on YouTube causes people to evaluate the information to be more credible, the vlogger to be more trustworthy, and the vlogger’s language use to be more accommodative when the vlogger uses YouTube-typical language than formal language. Instead, a Web-based video presented on Moodle causes people to evaluate the information to be more credible, the vlogger to be more trustworthy, and the vlogger’s language use to be more accommodative when the vlogger uses formal rather than YouTube-typical language. As it is assumed that people evaluate the credibility of information and trustworthiness of the information provider depending on their perception of how appropriately a vlogger’s language accommodates the community of a certain Web-based platform, participants were also asked to rate how they perceived the accommodation of the vlogger’s language use.

Methods

Investigation 1

Procedures
To identify characteristics of users’ language styles that are typical for either Vimeo or YouTube, we systematically selected health videos from each platform based on the most relevant hits of keyword searches. On YouTube, searches were conducted on July 26, 2016 (for health), and July 28, 2016 (for diet); on Vimeo, searches were conducted for both health and diet on August 1. For each search term, the first most relevant 50 results were collected (the option of filtering by the most relevant was selected). Videos were excluded if they were longer than 10 min as the duration of about half of the 332,382 investigated Web-based videos in connection to YouTube’s traffic were between 3 and 5 min [107]. In addition, videos were excluded for the following reasons: if the video was an advertisement (eg, movie trailers, brands, and products; except for explanations by health institutions), if the video did not have spoken content, if more than 1 person was speaking, or if the spoken language was not English. None of the videos appeared under both search terms. After exclusion and deletion, 36 videos remained (25 videos from YouTube and 11 from Vimeo). Furthermore, the following characteristics were recorded: original rank of video, the presence of a protagonist, duration, declared or apparent topic, or aim of the video (Multimedia Appendix 1).

Analyses
The transcripts of videos were analyzed with Linguistic Inquiry and Word Count (LIWC2007) by Pennebaker Conglomerates, Inc [108], to identify differences in the number and quality of pronouns. LIWC2007 is a computer program that analyzes the absolute and relative word frequency of texts based on included dictionaries and predefined categories of words. Transcribed texts of videos were implemented to LIWC2007, and analyses were conducted to identify differences in the relative number of pronouns used in the transcripts of the YouTube and Vimeo videos. Therefore, we used the LIWC’s dictionary, including all singular and plural forms of first-person, second-person, and third-person pronouns (included in dictionary but irrelevant for this investigation). We analyzed the number of first-person and second-person pronouns relative to the overall word frequency of a transcript and tested differences between the extent of pronoun use on both platforms by conducting a Welch analysis of variance that is relatively robust against unequally distributed variances in dependent variables among Web-based platforms.

Investigation 2

Procedures
We conducted a Web-based survey by using Questback’s EFS Survey [109]. Through an automatic balanced randomization, participants were randomly assigned the order in which they answered questions about the 2 platforms, either first about YouTube and then about Moodle, or vice versa. A total of 75 participants first answered items concerning Moodle, whereas 76 participants first answered items concerning YouTube. In the survey, both platforms were briefly introduced to guarantee that participants were equally familiar with each of the platform’s purposes. YouTube was introduced as follows: “The YouTube video platform is mainly used for viewing, providing, commenting and sharing videos, and it is the largest and most comprehensive Web-based video portal.” Moodle was introduced as follows: “The learning platforms of Moodle serve educational institutions (eg, universities) mainly to provide learning opportunities. In the Web-based courses on Moodle (which often accompany in-person courses), lecturers and
learners can upload learning materials such as texts and learning videos.”

**Participants**

People were invited to take part in the survey through a link on Web-based platforms run by several German universities. A total of 151 participants aged between 18 and 61 years (mean 30.21 [SD 9.78]) took the survey. Of 151, 88 participants stated that they are studying, 54 participants declared to be employed, and 148 participants declared German to be their first language. The participants’ self-reported weekly computer usage was, on average, 28.91 hours (SD 16.44), and their average weekly internet usage was 24.35 hours (SD 13.31). Furthermore, participants rated the frequency (from 1: daily to 5: never) of watching videos on YouTube, in online media libraries, and on streaming services to be, on average, 2.34 (SD 0.93)—meaning several times a month.

**Measures**

Participants answered 14 items on a 7-point Likert scale from 1 (I strongly disagree) to 5 (I strongly agree) once for Moodle and once for YouTube. Items were adapted from the scale Trust in Online Firms [86]. On the basis of a study by Mayer, Davis, and Schoorman [25], 2 items for ability, integrity, and benevolence and 1 item for the platform’s overall trustworthiness were used to assess the trustworthiness of the platform (eg, Moodle or YouTube has the skills and expertise to provide videos in an expected manner or Moodle (or YouTube) makes good-faith efforts to address most customer concerns). Moreover, people’s willingness to transact was assessed using 3 items (eg, I watch videos on Moodle or YouTube or I am likely to utilize the services provided by Moodle or YouTube) [86], and people’s perceived familiarity with the platform was assessed by using 4 items (eg, I am familiar with searching for videos on Moodle or YouTube) [86].

**Investigation 3**

**Exclusion Criteria and Participants**

An analysis of power (assuming 1–beta=.80; Cohen $r^2=.0625$) was used in advance to determine that a sample size of N=113 would be sufficient assuming a small effect size. Using a mailing list of a large German university, participants were invited to participate in a Web-based survey and received a €8 voucher as reimbursement. In total, 128 participants completed the survey, in which people who were interested in participating were automatically excluded by the survey programming in the following cases: if they stated that they are studying or had studied medicine, food chemistry, or nutrition science (as it was assumed that their high prior knowledge would influence credibility and trustworthiness judgments) and if they stated that they are studying psychology or chemistry and pharmacy (it was possible that they might know the psychology lecturer acting as the nutrition vlogger in the experiment video or they might suspect the chemistry course in the Moodle condition to be artificial created). Furthermore, survey access was automatically denied when using a mobile phone (thus, the screen size of used devices was controlled). All participants specified at the end of the survey that they did want to provide their data for research purposes. Furthermore, 2 participants were excluded from data analysis because they stated that they knew the psychology lecturer acting as the vlogger. In addition, 2 other participants were excluded because their time to complete the survey took more than 1 standard deviation above the overall mean duration of all participants (mean 40.5 min [SD 130.55]).

Although 20 participants did not recognize the video platform, it is unclear whether these participants might have unconsciously perceived platforms. Nonetheless, we decided to include these participants’ data in analysis. Therefore, 124 participants (72 female) aged 18 to 48 years (mean 22.65 [SD 3.45]) were included in data analysis, with 30 to 32 participants in each experimental condition. The mean duration of time to complete the survey was 26.58 min (SD 13.68). In addition, 119 participants stated that they were students, and 121 participants declared German to be their first language (the other 3 participants had been speaking German for at least 17 years). Every week, participants used the computer, on average, for 27.89 hours (SD 17.53) and the internet for 34.76 hours (SD 20.83). Furthermore, participants rated their frequency (from 1: daily to 5: never) of watching videos on YouTube, in online media libraries, on streaming services, and learning platforms to be, on average, 2.96 (SD 0.60)—meaning several times a month, and watching videos specifically on learning platforms was, on average, 3.91 (SD 1.13)—meaning less than once a month. Moreover, all participants reported that their prior knowledge and motivation to learn about the topic health and nutrition (from 1: I disagree to 5: I agree) was, on average, 3.41 (SD 0.83); therefore, they were rather interested and cognizant of the topic.

**Design**

Participants were randomly assigned to 1 of the 4 cells of the $2 \times 2$ between-subject factors, which were context of Web-based communication (YouTube vs Moodle) and language style of the vlogger (YouTube-typical vs formal language), to examine the impact of both factors on information credibility, the vlogger’s trustworthiness, and the perceived language accommodation of vloggers. Furthermore, participants were confronted with all manifestations of the $1 \times 3$ within-subject factor, which was uncertainty of information, meaning that they saw videos containing 2 of the following explanations: evidence for the nutrition myth (confirming), evidence against the nutrition myth (disconfirming), or unclear evidence that indicated the scientific findings neither confirm nor disconfirm the nutrition myth.

For varying the Web-based communication contexts, we manipulated the video’s platform using 2 aspects that introduced where the video came from. First, to ensure a plausible comparison between Moodle and YouTube, participants read an email by a nutritional science lecturer who linked the video with a reference either to YouTube or Moodle (Multimedia Appendix 2). Accordingly, this introductory material explained that the videos are intended to supplement a nutrition course. This introduction was given to prevent participants from being suspicious, which might have been the case if they were told to watch a video on Moodle without any prior explanation. After reading the email by the nutrition science lecturer, participants
saw the video embedded in previously created screenshots according to the 2 conditions of either Moodle (an academic learning platform that allows for the exchange of material to supplement an academic course called learnweb for the German university where participants were recruited) or YouTube (Multimedia Appendix 3). The language used in videos was realized by a vlogger who used either YouTube-typical or formal language.

**Procedure**

Participants completed a Web-based survey via the tool Questback’s EFS Survey [109]. In the beginning, a test page ensured that participants’ devices could properly display the videos. After answering questions regarding demographic and control variables, participants were randomly assigned to the experimental conditions via a balanced randomization. According to the experimental conditions, they first read a lecturer’s email with references to a video on either Moodle or YouTube (Multimedia Appendix 2). To ensure the participants paid attention to this introduction, they were able to continue after at least 25 seconds. Hereupon, participants viewed the video about nutrition myths spoken either in YouTube-typical or formal language. Both videos included 2 explanations that either confirmed or disconfirmed or (through unclear evidence) neither confirmed nor disconfirmed the nutrition myths. Once again, according to the experimental condition, videos were embedded in screenshots showing either a Moodle or YouTube surface. Continuing was allowed after at least 5 min to ensure that participants did not skip the video. After watching the video for the first time, participants rated the vlogger’s trustworthiness, the vlogger’s accommodation, and the control variables regarding the video’s relevance in relation to the topic of nutrition. Every video sequence for each of the nutrition myths was shown a second time, which enabled participants to assess the credibility of information and control variables regarding feeling of knowing (3 items) for each of the nutrition myths individually. At the end, by answering open questions, participants were asked to assess the language of the vlogger, to remember the platform from which the video stemmed (manipulation check), and to state their generally used criteria when deciding whether to watch videos on a specific platform (explorative).

**Experimental Materials**

Videos included explanations of scientific findings with respect to 6 typical nutrition myths. All nutrition myths (in each video presented in this order: coffee and dementia, cola and pretzel sticks, too many diet beverages leading to diabetes, the healthiness of low salt diet, harmfulness of too many eggs, healthy nutrition and cancer) resulted from Web-based searches for frequent and typical nutrition myths in online forums. Although all explanations reflect the current scientific findings about related topics [110-116], explanations summarized the scientific evidence as if it speaks for, against, or neither for nor against the myths. The first vlogger’s explanation related to the nutrition myth about coffee and dementia that claims coffee inhibits the risk of developing dementia. The vlogger explained that coffee, in fact, has all sorts of positive and negative physical effects, and that coffee contains the substance caffeine, which like other building blocks of our DNA has a stimulating effect on the brain. The vlogger further reported that there are long-term studies showing coffee consumption reduces the risk of developing Alzheimer disease by 16%, but that it is still unclear whether only caffeine or other ingredients and factors are responsible for that. Another vlogger’s explanation related to the myth of too many diet beverages leading to diabetes. The vlogger said that it is well known that in the long run, people are more likely to get diabetes if they often drink beverages with artificial sweeteners—compared with people who drink such drinks rarely or never. The vlogger said further that it is uncertain whether the sweeteners are responsible for the increase of diabetes, and that people instead might prefer to drink light beverages when they have a tendency to be overweight. The explanations for the myths about cola and pretzel sticks and harmfulness of too many eggs contained conclusions that disconfirm the myths, as the scientific evidence was summarized such that it speaks against the myths. The vlogger explained underlying scientific results related to the myth of cola and pretzel sticks, which are said to help stop diarrhea. She explained that cola consists mostly of sugar, which leads to liquid being removed from the body. Further she explained that cola contains a lot of caffeine, which has different effects: it makes you awake, but stimulates your kidneys, which leads to more potassium loss. She concluded that even the popular mixture cola with pretzel sticks does not change anything because if one eats salty pretzel sticks, they only contain saline and, therefore, are not able to remedy the potassium deficiency. Similarly, the vlogger concluded that the myth regarding the harmfulness of too many eggs as not scientifically confirmed. According to this myth, the vlogger said that the yolk of an egg is not only quite rich in fat but also contains a lot of cholesterol. She explained that a medium-sized egg of 60 g supplies 270 mg of the fat, but there is no correlation between the risk of cardiovascular disease and the consumption of eggs in any large-scale study. Hence, she explained, if people get a lot of cholesterol in the form of eating eggs, this does not necessarily mean that it is harmful—especially because cholesterol also has positive properties. She mentioned that this is different for diabetics because there are some findings that indicate more cardiovascular disease for diabetics who ate lot of eggs. Finally, the vlogger’s explanations related to the myths of healthy nutrition and cancer and the healthiness of low salt diet concluded that the myths can be confirmed from a scientific perspective. In terms of healthy nutrition and cancer, the vlogger explained that there are many indications that for people who eat in a balanced way, move enough, and have a normal body weight have a lower risk of developing cancer. She further explained that cardiovascular diseases, obesity, hypertension, and sugar disease are less frequent for people who eat healthy, and there are studies showing that diet plays an essential role in preventing colorectal and breast cancer. She mentioned that for other types of cancer, for instance, esophageal cancer, there
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are currently only a few indications that may indicate a connection. Moreover, she said that what is considered as healthy diet varies according to the state of knowledge, and there are no broad-brush recipes, and that the latest recommendations focus not only on what should be eaten but also on how much. Hence, she concluded that the energy balance—of what you eat and how much of it—is just as crucial as eating whole grain products, legumes, vegetables, and fruit. She said that people should only consume energy-rich foods, sugary drinks, red meat, and salty foods in moderation. In terms of the healthiness of a low salt diet, the vlogger explained that there is a lot of evidence showing that a low-salt diet affects blood pressure, which is important because high blood pressure will lead to heart disease and enlarged vessels in the long term. She further explained that, therefore, the World Health Organization recommends people to reduce their daily intake of common salt to about 6 g. This is supposed to reduce systolic blood pressure (the upper number in a blood pressure reading) by 5 to 6 mm and reduce the diastolic blood pressure (the lower number in a blood pressure reading) by 1 to 3 millimeters; this should have the same effect as losing weight.

To construct the YouTube-typical version, we adopted criteria developed by Mayer et al [106] and added some typical characteristics of language style which we extracted from 37 transcribed YouTube and Vimeo videos—more first-person pronouns and self-references in YouTube videos (this study’s first study). Thus, we formulated a second version of the vlogger’s language style for each video that replaced the personal pronouns (eg, you) with more formal words such as the and also omitted typical YouTube characteristics (eg, I). In the YouTube-typical language condition, texts contained more words because of personalization, so the video lengths differ by 63 seconds. Both videos were created and hence are identical regarding content, the vlogger, and design (videos were also used in another experiment by the authors [35]). In this vein, the information providers in both videos were comparable, as a psychology lecturer was acting the information provider in the same way. Furthermore, we did not inform participants about vlogger’s expertise explicitly. This might be important to consider, as people also judge the trustworthiness and the credibility of information based on the information providers’ expertise or other relevant characteristics [117].

To manipulate the platform of video, screenshots were produced showing either a Moodle or a YouTube surface. Therefore, frames of real YouTube videos were used, underlying titles were created, and the video about nutrition science was embedded. The Moodle screenshot was designed by creating an academic course about nutrition science where the embedded video about nutrition myths was uploaded (Multimedia Appendix 3).

**Dependent Measures**

**Credibility of Information**

Participants indicated on 1 item whether they agree with the given information, and they judged the information credibility on 5 additional items adopted by a measurement of trust in journalism [118]. Overall, these 6 items (5-point Likert scale, with 1: I strongly disagree to 5: I strongly agree) yielded internal consistencies for each nutrition myth between Cronbach alpha=.83 and Cronbach alpha=.86.

**Trustworthiness of the Vlogger**

Vlogger’s epistemic trustworthiness was assessed with the Muenster Epistemic Trustworthiness Inventory (METI) [16]. METI is composed of 3 subscales: Expertise reflects people’s perception of an expert as truly knowledgeable, intelligent, and highly trained in her domain (6 items). Integrity reflects people’s perception of an expert’s good character, her values, and her as a person, which is acting in line with principles (4 items). Benevolence reflects people’s perception of an expert’s orientation toward others or society and represents whether an expert acts in accordance with the interest of others (4 items). Participants rated these items on 7-point semantic differentials (eg, 1: competent to 7: incompetent). Internal consistencies yielded Cronbach alpha=.91 for the 6 competence-related items, Cronbach alpha=.86 for the 4 integrity-related items, Cronbach alpha=.85 for the 4 benevolence-related items, and Cronbach alpha=.93 for the aggregated score of all 14 items.

**Perceived Accommodation of the Vlogger’s Language Style**

Participants assessed how they perceived the vlogger’s accommodation with an adaption of the Recipient Orientation Scale (ROS) [119]. Audience design reflects how people perceive the willingness of a vlogger to adapt to the audience (eg, the person can imagine how it is to know little about this topic). Evaluation reflects how people perceive the motivation of an expert to explain herself (eg, the person cares about mediating her expertise). Subjective comprehension reflects people’s self-reported understanding about the topic (eg, I understood the content). Overall, internal consistencies yielded Cronbach alpha=.83 for the 9 items related to audience design, Cronbach alpha=.82 for the 4 items related to evaluation, Cronbach alpha=.77 for 2 items related to subjective comprehension, and Cronbach alpha=.87 for the aggregated score of all 15 items. For all items, a 5-point Likert scale from 1 (I strongly disagree) to 5 (I strongly agree) was used.

**Control Variables**

Participants were asked to report their prior knowledge and motivation to learn about the topic (4 items; eg, I am familiar with the topic Health and Nutrition) before they were randomly assigned to the experimental conditions. After watching the video 1 time, we assessed how participants perceived the relevance of videos in terms of the topic of nutrition (3 items; eg, the video is relevant to a video about Health and Nutrition). In addition, we assessed subjective familiarity, subjective complexity, and interest (3 items feeling of knowing) for each of the myths. For all items, a 5-point Likert scale from 1 (I strongly disagree) to 5 (I strongly agree) was used. Finally, a manipulation check asked How do you evaluate the language of the person? and On what platform was the video?

**Analyses**

We preliminarily analyzed differences between groups of our 4 conditions regarding any expected control variables. A multivariate variance analysis revealed no differences regarding the demographic variables of age, gender, and frequency of using the internet and a computer and the frequency of watching...
Web-based videos, participants’ prior knowledge, and their feeling of knowing in terms of the nutrition myths (all $F_{3,119}=5.62$; $P \geq 0.19$; $\eta_p^2 \leq 0.04$). However, considering the significant Pearson correlations between age and trustworthiness, age and vlogger’s accommodation (all $r \leq 0.231$; $P \geq 0.01$) between perceived relevance of the videos and all dependent variables (all from $r=0.197$ to $r=0.533$; $P \leq 0.03$) and between feeling of knowing and all dependent variables (all from $r=0.184$ to $r=0.420$; $P \leq 0.02$) these control variables should be included in the main analysis, as those variables might explain variance of the dependent variables. Pearson correlations between all other control variables and dependent variables were not significant (all from $r=0.001$ to $r=0.165$; $P \geq 0.07$). Taking these results together with the results of the multivariate variance analysis, which revealed no differences between experimental conditions regarding any control variables, none of these uncorrelated variables were included as control variables in the main analysis. Correlations for dependent and control variables for the third investigation are provided in Multimedia Appendix 4.

In addition, we analyzed whether the frequencies of participants who stated that they did not remember the video platform differed between conditions. Therefore, a chi-square test was used to compare the video platform and the manipulation check (recognized platform). Cell frequencies were between 2 and 58. Results showed a significant difference in the frequency between the video platform and the manipulation check ($\chi^2=14.1$; $P<0.001$; $\phi=0.37$). Of the 20 participants who stated that they did not remember the platform, 18 participants were in the condition that saw the video on the Moodle platform.

Moreover, we asked for the criteria participants used when deciding whether to watch videos on a specific platform, and we categorized their replies into aspects regarding (1) technical features of the platform, (2) quality features of the platform, (3) familiarity with the platform, (4) trust in the platform for a specific purpose, (5) others’ recommendations of the platform, (6) the protagonist in the video, (7) the scientific nature of the content, (8) the interest in content, (9) technical features of the video, (10) none, and (11) not specified. A chi-square test was used to compare participants’ assignment to the video platform and the frequencies of these categories. Cell frequencies were between 2 and 43. Results showed no significant differences in frequencies between the video platform they were assigned to and these categories ($\chi^2=6.7$; $P=0.75$; $\phi=0.010$). Hence, the number of participants who stated that they use criteria belonging to the above-mentioned categories was not different between the video platform conditions of Moodle and YouTube.

Setting the global alpha level of .05, we performed a multivariate variance analysis with the video platform and the language style as between-subject factors and the trustworthiness and the vloggers’ accommodation as the dependent measures. Furthermore, another variance analysis with repeated measures was conducted in terms of the dependent measure credibility, again including the video platform and language style as the between-subject factors and the uncertainty of information as the within-subject factor. Myths were composited in terms of their overall conclusion and, therefore, in terms of whether the explanations and underlying scientific findings were (1) not clear (2) conflicting with, or (3) consistent with the myth. Hence, for each participant, 3 averaged values of credibility ratings were analyzed as within-subject measures because participants were asked to rate each of the myths on the same items each time they watched the video. As we conducted 2 analysis for the testing of hypotheses in 1 sample, we adjusted local alpha levels and set the local alpha level1 of .025 and the local alpha level2 of .05, according to the Bonferroni-Holm adjustment. All tests were 1-sided.

Results

Investigation 1

Results showed that the duration of videos from YouTube (mean 339.6 seconds [SD 134.32]) was longer than from Vimeo (mean 166.18 seconds [SD 116.33]; $F_{1,32}=15.4$; $P=0.001$). In addition, the total number of spoken words in videos from YouTube (mean 5981.24 [SD 547.61]) was higher than the total number of words in videos from Vimeo (mean 320.18 [SD 175.82]; $F_{1,32}=29.56$; $P<0.001$). It is plausible that the higher word count from YouTube videos might be related to longer durations of the YouTube videos.

On average, videos from YouTube contained 50.3 (SD 59.25) first-person singular pronouns (me, I, and my) of 981.24 words. On average, videos from Vimeo contained 6.7 (SD 10.01) first-person singular pronouns of 320.18 words. The analysis of variance revealed that the relative number of first-person singular pronouns on YouTube (mean 4.4% [SD 3.94]) was higher than on Vimeo (mean 1.47% [SD 2.12]; $F_{1,32}=8.17$; $P=0.007$). On average, videos from YouTube contained 34.84 (SD 26.78) second-person singular pronouns (you, your, and thou) of 981.24 words; on average, videos from Vimeo contained 11.73 (SD 6.77) second-person singular pronouns of 320.18 words. The analysis of variance revealed no differences regarding the use of second-person pronouns in YouTube (mean 3.58% [SD 2.03]) and Vimeo (mean 4.41% [SD 2.95]; $F_{1,14.36}=7.14$; $P=0.41$).

Investigation 2

Paired-sample $t$ tests revealed differences for people’s trust in Web-based platforms (score of all 14 items) and for people’s willingness to transact and people’s familiarity with the Web-based platform; results showed lower trust in Moodle (mean 4.28 [SD 1.41]) than in YouTube (mean 5.25 [SD .84]), less willingness to transact with Moodle (mean 3.81 [SD 1.81]) than with YouTube (mean 5.91 [SD 1.02]), and less familiarity with Moodle (mean 3.82 [SD 1.81]) than with YouTube (mean 5.84 [SD .87]; all $t_{150}=9.63$; all $P \leq 0.001$). There was no difference for the items related to trustworthiness (ability, benevolence, integrity, and overall trustworthiness) of Moodle (mean 4.74 [SD 1.23]) compared with YouTube (mean 4.63 [SD 1.18]; $t_{150}=1.06$; $P=0.29$), meaning that, overall, participants reported that they trust in YouTube more than in Moodle, although their answers regarding the items called trustworthiness did not differ between Moodle and YouTube. In particular, participants’ familiarity and willingness to transact with
YouTube were higher compared with Moodle. A post-hoc analysis was conducted to identify whether participants’ self-reported frequency of watching Web-based videos explains additional variance of the dependent variables. This analysis, indeed, reveals that participants’ self-reported frequency of watching Web-based videos on YouTube (1 item) had significantly impacted participants’ trust in Moodle and YouTube (both $F_{1,146}=4.75$; $P \leq .03$; $\eta^2_p \geq .03$). Furthermore, participants’ frequency of watching Web-based videos in online media libraries (1 item) had significantly impacted participants’ trust in Moodle ($F_{1,146}=10.8; P_{.001}; \eta^2_p = .07$), but not participants’ trust in YouTube ($F_{1,146}=395; P = .53$). Finally, participants’ frequency of watching Web-based videos on streaming services (1 item) had significantly impacted participants’ trust in YouTube ($F_{1,146}=13.86; P_{.001}; \eta^2_p = .09$), but not participants’ trust in Moodle ($F_{1,146}=3.53; P = .06; \eta^2_p = .023$).

**Investigation 3**

**Credibility of Information**

The variance analysis with repeated measures yielded no between-subject main effect of video platform ($F_{1,117}=2.40; P = .06; \eta^2_p = .02$), and language style ($F_{1,117}=12; P = .37; \eta^2_p = .001$), for participants’ credibility judgments. Furthermore, there was no significant interaction of language style and video platform ($F_{1,116}=2.06; P = .08; \eta^2_p = .02$). Furthermore, the analysis yielded a significant effect for uncertainty of information ($F_{2,116}=9.109; P < .001; \eta^2_p = .136$). Post hoc group comparisons showed that explanations with unclear findings (coffee and dementia and too many diet beverages leading to diabetes) were judged to be significantly less credible than explanations conflicting with the myth (cola and pretzel sticks and harmfulness of too many eggs; $d=1.9$), SE 0.05; 95% CI 0.08-0.30; $P < .001$). Moreover, these explanations with unclear findings were judged to be significantly less credible than explanations confirming the myth (healthy nutrition and cancer and the healthiness of low salt diet; $d=1.4$), SE 0.05; 95% CI 0.25-0.03; $P = .004$). Furthermore, comparisons showed that those explanations conflicting with the myth (cola and pretzel sticks) and harmfulness of too many eggs) and those confirming the myth (healthy nutrition and cancer and the healthiness of low-salt diet) did not lead to significantly different credibility ratings ($d=0.05], SE 0.04, 95% CI 0.06-0.16; P = .77$). Figure 1 shows credibility judgments for the uncertainty of information.

**Trustworthiness of the Vlogger**

The multivariate analysis revealed no main effects of video platform for all trustworthiness measures (all $F_{1,117} \leq 1.88; P \geq .34$; $\eta^2_p = .002$). Furthermore, there were no main effects of language style for the METI score and the subscales competence and integrity (all $F_{1,117} \leq 0.86; P \geq .18$; $\eta^2_p = .007$). However, there was a main effect of language style for the subscale benevolence ($F_{1,117}=3.41; P = .03; \eta^2_p = .028$). That is, YouTube-typical language led to higher benevolence ratings (mean 2.63 [SD 0.93]) than formal language (mean 2.94 [SD 0.91]). Moreover, the multivariate analysis yielded no significant interactions of language style and video platform for all trustworthiness measures (all $F_{1,117} \leq 1.18; P \geq .14; \eta^2_p = .001$).

**Perceived Language Accommodation by Vlogger**

The multivariate analysis revealed no main effects of video platform for the perceived accommodation of vlogger’s language (all $F_{1,117} \leq 1.29; P \geq .13; \eta^2_p = .011$). However, analysis yielded a main effect of language style for the overall score of the recipients orientation scale ($F_{1,117}=8.41; P = .002; \eta^2_p = .07$), and its subscale audience design ($F_{1,117}=10.59; P < .001; \eta^2_p = .08$), with more ascribed vlogger’s accommodation when she used YouTube-typical language compared with formal language. The analysis revealed no significant main effect of language style on the subscales evaluation and subjective comprehension (both $F_{1,117} \leq 1.31; P \geq .13; \eta^2_p = .011$). Furthermore, analysis yielded a disordinal significant interaction effect of platform of video and language style for the subscale evaluation ($F_{1,117}=5.40; P = .01; \eta^2_p = .04$). That is, more ascribed accommodation in Moodle for the vlogger who used YouTube-typical language compared with formal language ($d=4.34$, SE 0.77; $P = .04$, Bonferroni post-hoc analysis). Conversely, in YouTube, the vlogger’s accommodation for either formal or YouTube-typical language was not judged differently ($d=1.53$, SE 0.18; $P = .50$). Similarly, none of the other pairwise comparisons of experimental conditions yielded significant differences of means (all $d \leq .34$), SE 0.18; $P \geq .17$).

**Figure 2** illustrates this interaction for the factors video platform and language style on the subscale evaluation.

Table 1 shows descriptive values for the factors’ platform of video and language style for the dependent variables, credibility of information, trustworthiness, and vlogger’s language accommodation. In addition, Table 2 shows values for the multivariate analysis of variance including the control variables age, relevance of video, and feeling of knowing and the factors’ platform of video and language style for the dependent variables’ trustworthiness and vlogger’s language accommodation.
**Figure 1.** Participants’ credibility judgments in terms of the uncertainty of information in the experiment (within subjects). The following covariates were included in the analysis due to the following values: age=22.65, relevance of video=3.36, feeling of knowing=3.55.
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**Figure 2.** Participants’ evaluations on the Evaluation subscale (ROS Evaluation) for the factors video platform and language style in the experiment. The following covariates were included in the analysis due to the values: age=22.65, relevance of video=3.36, feeling of knowing=3.55.
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Table 1. Descriptive values for the factors’ platform of video and language style of vlogger for the dependent variables trustworthiness (eg, 1: competent to 7: incompetent), credibility of information, and vlogger’s language accommodation (1: I strongly disagree to 5: I strongly agree).

<table>
<thead>
<tr>
<th>Dependent variables and platform of video</th>
<th>YouTube-typical language, mean (SD)</th>
<th>Formal language, mean (SD)</th>
<th>Total, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Trustworthiness of vlogger</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>METI</strong> a score</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moodle</td>
<td>2.80 (1.01)</td>
<td>2.77 (0.77)</td>
<td>2.79 (0.89)</td>
</tr>
<tr>
<td>YouTube</td>
<td>2.78 (0.83)</td>
<td>2.97 (0.79)</td>
<td>2.88 (0.81)</td>
</tr>
<tr>
<td>Total</td>
<td>2.79 (0.92)</td>
<td>2.87 (0.78)</td>
<td>2.83 (0.85)</td>
</tr>
<tr>
<td><strong>METI competence</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moodle</td>
<td>3.05 (1.21)</td>
<td>2.94 (1.07)</td>
<td>2.99 (1.13)</td>
</tr>
<tr>
<td>YouTube</td>
<td>3.12 (1.00)</td>
<td>3.01 (0.98)</td>
<td>3.06 (0.98)</td>
</tr>
<tr>
<td>Total</td>
<td>3.08 (1.11)</td>
<td>2.97 (1.02)</td>
<td>3.03 (1.06)</td>
</tr>
<tr>
<td><strong>METI integrity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moodle</td>
<td>2.59 (1.07)</td>
<td>2.49 (0.73)</td>
<td>2.54 (0.91)</td>
</tr>
<tr>
<td>YouTube</td>
<td>2.42 (0.91)</td>
<td>2.83 (0.73)</td>
<td>2.63 (0.84)</td>
</tr>
<tr>
<td>Total</td>
<td>2.51 (0.99)</td>
<td>2.65 (0.75)</td>
<td>2.58 (0.88)</td>
</tr>
<tr>
<td><strong>METI benevolence</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moodle</td>
<td>2.64 (1.02)</td>
<td>2.80 (0.80)</td>
<td>2.72 (0.91)</td>
</tr>
<tr>
<td>YouTube</td>
<td>2.61 (0.85)</td>
<td>3.08 (1.02)</td>
<td>2.84 (0.96)</td>
</tr>
<tr>
<td>Total</td>
<td>2.63 (0.93)</td>
<td>2.94 (0.91)</td>
<td>2.78 (0.93)</td>
</tr>
<tr>
<td><strong>Vlogger’s language accommodation</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>ROS</strong> b score</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moodle</td>
<td>3.84 (0.58)</td>
<td>3.53 (0.54)</td>
<td>3.69 (0.58)</td>
</tr>
<tr>
<td>YouTube</td>
<td>3.81 (0.50)</td>
<td>3.61 (0.58)</td>
<td>3.71 (0.55)</td>
</tr>
<tr>
<td>Total</td>
<td>3.83 (0.54)</td>
<td>3.57 (0.56)</td>
<td>3.70 (0.56)</td>
</tr>
<tr>
<td><strong>ROS audience design</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moodle</td>
<td>3.91 (0.61)</td>
<td>3.53 (0.62)</td>
<td>3.72 (0.64)</td>
</tr>
<tr>
<td>YouTube</td>
<td>3.94 (0.45)</td>
<td>3.67 (0.67)</td>
<td>3.81 (0.58)</td>
</tr>
<tr>
<td>Total</td>
<td>3.92 (0.54)</td>
<td>3.60 (0.64)</td>
<td>3.76 (0.61)</td>
</tr>
<tr>
<td><strong>ROS evaluation</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moodle</td>
<td>3.62 (0.94)</td>
<td>3.28 (0.79)</td>
<td>3.45 (0.88)</td>
</tr>
<tr>
<td>YouTube</td>
<td>3.42 (0.88)</td>
<td>3.41 (0.67)</td>
<td>3.41 (0.78)</td>
</tr>
<tr>
<td>Total</td>
<td>3.52 (0.91)</td>
<td>3.34 (0.73)</td>
<td>3.43 (0.83)</td>
</tr>
<tr>
<td><strong>ROS subjective comprehension</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moodle</td>
<td>3.98 (0.79)</td>
<td>4.02 (0.69)</td>
<td>4.99 (0.73)</td>
</tr>
<tr>
<td>YouTube</td>
<td>4.02 (0.79)</td>
<td>3.73 (0.76)</td>
<td>3.88 (0.78)</td>
</tr>
<tr>
<td>Total</td>
<td>4.00 (0.78)</td>
<td>3.88 (0.73)</td>
<td>3.94 (0.76)</td>
</tr>
<tr>
<td><strong>Credibility of information</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Unclear</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moodle</td>
<td>3.21 (0.83)</td>
<td>3.12 (0.61)</td>
<td>3.16 (0.73)</td>
</tr>
<tr>
<td>YouTube</td>
<td>3.25 (0.69)</td>
<td>3.17 (0.67)</td>
<td>3.21 (0.68)</td>
</tr>
<tr>
<td>Total</td>
<td>3.23 (0.76)</td>
<td>3.14 (0.64)</td>
<td>3.18 (0.70)</td>
</tr>
<tr>
<td><strong>Conflicting</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moodle</td>
<td>3.08 (0.84)</td>
<td>2.94 (0.64)</td>
<td>3.01 (0.74)</td>
</tr>
<tr>
<td>Dependent variables and platform of video</td>
<td>YouTube-typical language, mean (SD)</td>
<td>Formal language, mean (SD)</td>
<td>Total, mean (SD)</td>
</tr>
<tr>
<td>-----------------------------------------</td>
<td>-------------------------------------</td>
<td>---------------------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>YouTube</td>
<td>2.89 (0.67)</td>
<td>3.07 (0.67)</td>
<td>2.98 (0.67)</td>
</tr>
<tr>
<td>Total</td>
<td>2.99 (0.76)</td>
<td>3.00 (0.65)</td>
<td>3.00 (0.71)</td>
</tr>
<tr>
<td>Confirming</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moodle</td>
<td>3.07 (0.79)</td>
<td>3.05 (0.76)</td>
<td>3.06 (0.77)</td>
</tr>
<tr>
<td>YouTube</td>
<td>3.16 (0.64)</td>
<td>3.27 (0.66)</td>
<td>3.21 (0.65)</td>
</tr>
<tr>
<td>Total</td>
<td>3.11 (0.72)</td>
<td>3.15 (0.72)</td>
<td>3.13 (0.71)</td>
</tr>
</tbody>
</table>

*aMETI: Muenster Epistemic Trustworthiness Inventory.

bROS: Recipient Orientation Scale.
Table 2. Multivariate analysis of variance including the factors’ platform of video and language style of vlogger and the control variables age, relevance of video, and feeling of knowing for the dependent variables’ trustworthiness and vlogger’s language accommodation.

<table>
<thead>
<tr>
<th>Source of variance</th>
<th>df</th>
<th>( F )</th>
<th>( p ) value</th>
<th>( \eta_p^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>METI score</td>
<td>1</td>
<td>4.631</td>
<td>.02</td>
<td>0.038</td>
</tr>
<tr>
<td>METI competence</td>
<td>1</td>
<td>7.269</td>
<td>.004</td>
<td>0.058</td>
</tr>
<tr>
<td>METI integrity</td>
<td>1</td>
<td>2.281</td>
<td>.07</td>
<td>0.019</td>
</tr>
<tr>
<td>METI benevolence</td>
<td>1</td>
<td>0.616</td>
<td>.22</td>
<td>0.005</td>
</tr>
<tr>
<td>ROS score</td>
<td>1</td>
<td>8.807</td>
<td>.002</td>
<td>0.07</td>
</tr>
<tr>
<td>ROS audience design</td>
<td>1</td>
<td>5.722</td>
<td>.009</td>
<td>0.047</td>
</tr>
<tr>
<td>ROS evaluation</td>
<td>1</td>
<td>10.312</td>
<td>.001</td>
<td>0.081</td>
</tr>
<tr>
<td>ROS subjective comprehension</td>
<td>1</td>
<td>0.011</td>
<td>.46</td>
<td>0</td>
</tr>
<tr>
<td><strong>Relevance of video</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>METI score</td>
<td>1</td>
<td>22.332</td>
<td>&lt;.001</td>
<td>0.16</td>
</tr>
<tr>
<td>METI competence</td>
<td>1</td>
<td>25.078</td>
<td>&lt;.001</td>
<td>0.177</td>
</tr>
<tr>
<td>METI integrity</td>
<td>1</td>
<td>15.618</td>
<td>&lt;.001</td>
<td>0.118</td>
</tr>
<tr>
<td>METI benevolence</td>
<td>1</td>
<td>6.627</td>
<td>.001</td>
<td>0.054</td>
</tr>
<tr>
<td>ROS score</td>
<td>1</td>
<td>15.748</td>
<td>&lt;.001</td>
<td>0.119</td>
</tr>
<tr>
<td>ROS audience design</td>
<td>1</td>
<td>6.216</td>
<td>.007</td>
<td>0.05</td>
</tr>
<tr>
<td>ROS evaluation</td>
<td>1</td>
<td>23.785</td>
<td>&lt;.001</td>
<td>0.169</td>
</tr>
<tr>
<td>ROS subjective comprehension</td>
<td>1</td>
<td>1.72</td>
<td>.1</td>
<td>0.014</td>
</tr>
<tr>
<td><strong>Feeling of knowing</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>METI score</td>
<td>1</td>
<td>6.694</td>
<td>.001</td>
<td>0.054</td>
</tr>
<tr>
<td>METI competence</td>
<td>1</td>
<td>5.175</td>
<td>.01</td>
<td>0.042</td>
</tr>
<tr>
<td>METI integrity</td>
<td>1</td>
<td>5.962</td>
<td>.008</td>
<td>0.048</td>
</tr>
<tr>
<td>METI benevolence</td>
<td>1</td>
<td>3.559</td>
<td>.03</td>
<td>0.03</td>
</tr>
<tr>
<td>ROS score</td>
<td>1</td>
<td>21.529</td>
<td>&lt;.001</td>
<td>0.155</td>
</tr>
<tr>
<td>ROS audience design</td>
<td>1</td>
<td>16.767</td>
<td>&lt;.001</td>
<td>0.125</td>
</tr>
<tr>
<td>ROS evaluation</td>
<td>1</td>
<td>11.107</td>
<td>.001</td>
<td>0.087</td>
</tr>
<tr>
<td>ROS subjective comprehension</td>
<td>1</td>
<td>4.627</td>
<td>.02</td>
<td>0.038</td>
</tr>
<tr>
<td><strong>Platform of video</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>METI score</td>
<td>1</td>
<td>0</td>
<td>.5</td>
<td>0</td>
</tr>
<tr>
<td>METI competence</td>
<td>1</td>
<td>0.1</td>
<td>.38</td>
<td>0.001</td>
</tr>
<tr>
<td>METI integrity</td>
<td>1</td>
<td>0.003</td>
<td>.48</td>
<td>0</td>
</tr>
<tr>
<td>METI benevolence</td>
<td>1</td>
<td>0.182</td>
<td>.34</td>
<td>0.002</td>
</tr>
<tr>
<td>ROS score</td>
<td>1</td>
<td>0.583</td>
<td>.23</td>
<td>0.005</td>
</tr>
<tr>
<td>ROS audience design</td>
<td>1</td>
<td>1.289</td>
<td>.13</td>
<td>0.011</td>
</tr>
<tr>
<td>ROS evaluation</td>
<td>1</td>
<td>0.158</td>
<td>.35</td>
<td>0.001</td>
</tr>
<tr>
<td>ROS subjective comprehension</td>
<td>1</td>
<td>0.699</td>
<td>.2</td>
<td>0.006</td>
</tr>
<tr>
<td><strong>Language style</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>METI score</td>
<td>1</td>
<td>0.157</td>
<td>.35</td>
<td>0.001</td>
</tr>
<tr>
<td>METI competence</td>
<td>1</td>
<td>0.861</td>
<td>.17</td>
<td>0.007</td>
</tr>
<tr>
<td>METI integrity</td>
<td>1</td>
<td>0.721</td>
<td>.2</td>
<td>0.006</td>
</tr>
<tr>
<td>METI benevolence</td>
<td>1</td>
<td>3.412</td>
<td>.03</td>
<td>0.028</td>
</tr>
</tbody>
</table>
Discussion

Investigation 1
In summary, the findings of the content analysis suggest that it might be more typical for the most relevant health videos on YouTube to use first-person pronouns compared with the most relevant health videos on Vimeo because the relative proportion of first-person pronouns used in each investigated video about health and diet was higher on YouTube than on Vimeo. On the other hand, there were no differences in the number of second-person pronouns. These findings supplement findings that suggest specific Web-based platforms their own typical language styles \[68,69\]. Although both platforms do not explicitly declare rules for how people should use language (despite vulgar language considering netiquette), people seem to use different words. Depending on implicit rules and norms of YouTube and Vimeo—which might result from the specific affordances of both platforms—users of both platforms might have evolved a typical communication behavior. According to LET and CAT, a specific language style might fit the purpose of presenting videos on a particular platform, address a specific audience more appropriately, or be perceived by other users as more appropriate. It would be of further interest to investigate not only whether users use different language styles on platforms beyond those investigated here (YouTube and Vimeo) but also whether they use different language styles in videos with different content, beyond those related to health and diet, which might represent a subcontext (or a subcommunity) of each Web-based platform. Moreover, the language styles might be a different change for videos that have comparatively lower rankings than the ones investigated here, which are more highly ranked. As highly ranked videos represent videos recommended by platforms (through opaque criteria), these videos are indeed likely to represent platforms’ typical videos but do not represent all available Web-based videos.

Investigation 2
In summary, findings indicate differences in users’ general trust in investigated Web-based platforms. Participants seemed to trust in YouTube more than in Moodle to offer a Web-based video platform, as notably, participants’ familiarity and willingness to transact with YouTube were higher than with Moodle. In more detail, it is of special interest that participants’ trust-related evaluations in terms of the platform’s expertise, benevolence, and integrity did not differ for YouTube and Moodle although participants’ reported familiarity and willingness to transact differed for YouTube and Moodle. Accordingly, it seems worthwhile for further research to consider users’ trust attitudes and users’ trust actions toward Web-based platforms, as trust actions may not necessarily be caused by users’ actual trust attitudes. Instead, users may use a Web-based platform such as YouTube because it is popular although users may not necessarily believe this platform to be more competent, benevolent, or to have more integrity than other platforms \[27,120\].

Investigation 3
Main Findings
Participants judged the credibility of information differently depending on whether the scientific explanations concluded that the associated nutrition myth was either confirmed or disconfirmed or neither confirmed nor disconfirmed by scientific evidence (H1). Interestingly, the credibility of information in videos was not judged depending on the language style of vloggers (H2) nor depending on the context of Web-based communication (H3). Hence, people seem not to consider the language style of vloggers or the context of communication when evaluating a video’s information. Although the language style of the vlogger impacted participants’ judgments of the vlogger’s benevolence (H2; ie, participants judged vloggers who used YouTube-typical language to be more benevolent than vloggers who used formal language), the video’s platform...
individually had no impact on participants’ judgments of the trustworthiness of the vlogger (H3). Although, contrary to the assumption that the appropriateness of a vlogger’s language style given a certain context of communication (ie, platform of video) should lead people to rate the vlogger’s credibility and trustworthiness higher, participants’ trust-related evaluations of the information and the providers were not affected by an interaction between the vlogger’s language style and the context of communication (H4). However, participants judged the vlogger’s YouTube-typical language style to be more accommodative (ie, appropriate, as adapted toward the addressed audience) regardless of the Web-based platform on which the video was presented. In addition, they ascribed more language accommodation in Moodle for the vlogger who used YouTube-typical language compared with formal language, whereas their ascription of language accommodation did not differ for formal and YouTube-typical language in YouTube. Thus, participants were reciprocally impacted by the context of Web-based communication and the provider’s language style, as they ascribed language appropriateness differently between YouTube and Moodle (H4).

To sum up, because participants did not judge the information or the vloggers on YouTube to be more reliable than on Moodle, the expected differences in participants’ trust in these platforms did not carry over into their judgments on reliability of the information and the vlogger (H3). Similarly, participants did not judge the information or the vloggers to be more reliable when those vloggers used formal versus YouTube-typical language (H2). Instead, participants judged vloggers to be more benevolent and their language use to be more accommodative toward the audience if the vloggers used YouTube-typical language, which might in turn indicate that people do not expect to identify whether a vlogger is or is not a competent expert according to their use of formal language alone. Perhaps, people perceive the use of YouTube-typical language in Web-based videos as being a common choice for Web-based videos in general. That would also explain why participants did not judge information or vloggers to be more reliable if the video contained a rather appropriate (ie, YouTube-typical language on YouTube and formal language on Moodle) compared with a rather inappropriate language style (ie, YouTube-typical language on Moodle and formal language on YouTube) but instead ascribed more accommodation for the vloggers who used YouTube-typical language compared with formal language on Moodle. At the same time, because participants did not ascribe the accommodation of the vlogger’s YouTube-typical and formal language use differently on YouTube, the use of YouTube-typical language is, perhaps, universal for Web-based videos. Together, these findings indicate rather complex interdependencies for how a vlogger’s language use and its appropriateness given a certain Web-based context affects people’s trust-related evaluations.

Finally, participants judged unclear explanations containing scientific evidence neither or nor against the nutrition myths (coffee and dementia and too many diet beverages leading to diabetes) to be less credible than those explanations concluding that the scientific evidence speaks either against (cola and pretzel sticks and harmfulness of too many eggs) or for (healthy nutrition and cancer and the healthiness of low-salt diet) the myth; this partially confirms the derived hypothesis (H1). Surprisingly, participants judged the credibility of explanations similarly when the explanations confirmed a myth and when they disconfirmed a myth. As people heuristically tend to make associations between how much effort they believe they put into understanding the given information and how they evaluate the information’s credibility [30,32], participants might have perceived that both forms of explanations that gave clear scientific evidence (either for or against the common myth) were credible because participants did not have to put much effort into processing the information. Although it is likely that ambiguous information is rather complex and that people, therefore, may use more effort to process this information, it is also interesting to reflect on potential differences for how confirming and disconfirming information is assessed.

**Limitations and Implications**

In addition to the findings summarized above, in the following, the limitations of this study’s third investigation will be emphasized. Furthermore, by taking into account the related research on health information seekers’ trust-related evaluations, the results and limitations of this study’s third investigation still emphasize the need for considering a complex interplay between single factors (ie, language style, information content, and the context of Web-based communication) when investigating seekers’ tendencies to rely on Web-based information and providers.

Against the assumption that different Web-based contexts would influence people’s judgments on the credibility of information and the trustworthiness of vloggers [34,70], videos were not judged differently depending on whether they were presented on YouTube or Moodle. In retrospect, there are factors lying in the manipulation of the experiment that might have influenced these findings. As videos on both platforms needed to be introduced by a lecturer to guarantee the valid and plausible comparison of a Web-based video platform and an academic Web-based platform, participants might have evaluated the video’s reliability by also considering the lecturer as a gatekeeper. Thereby, the presence of the lecturer might have caused participants to perceive the content as filtered through a professional gatekeeper with high expertise [30]. Therefore, potential differences between Moodle and YouTube related to the vlogger’s trustworthiness may have remained undetected because the gatekeeper may have caused the ratings to be relatively high to start out with (ceiling effect).

Furthermore, static screenshots of both platforms might have weakened the external validity, as participants were not able to interact with the platform’s usual features. As such, research that assumes a platform’s norms and rules will have an impact on people’s trust-related evaluations of the platform’s content might also need to consider both limitations of this study. Moreover, although the investigated platforms are limited to their specific features, which may represent plausible differences in platforms’ communities and people’s trust in Moodle and YouTube, people, in particular, may also differ in their frequency of using both platforms. Accordingly, the manipulation check showed that fewer participants remembered
the screenshots of Moodle than of YouTube. This, in turn, may
differences in people’s information processing between
both platforms; it is unclear whether participants may have
unconsciously recognized the screenshots. However, further
research might also focus on platforms that users are equally
familiar with, so that researchers can control for potential
differences in information processing when investigating
whether the Web-based platforms influence how people evaluate
the reliability of a platform’s content.

According to users’ trust in both platforms, another limitation
lies in the comparison between participants of this study’s
second and third investigations and, therefore, in the causal
explanation for the derived third hypothesis. Although plausible,
it is still unclear whether participants in the third investigation
would have rated their trust in Moodle and YouTube similar to
those participants in the second investigation. As participants
in the third investigation had to be unaware of this study’s aim
(i.e., to investigate a potential impact of 2 Web-based platforms
that would cause differences in participants’ reliability
judgments), they had to be recruited independently from those
recruited in the second investigation. Hence, even if it is likely
that participants in the second investigation were equally
representative as those in the third investigation, it is presumable
that participants in the third investigation were at least more
conversant with the specific type of Moodle called learnweb.

As participants in the third investigation were recruited using
a mailing list from the same university that provides this specific
form of Moodle, the presentation of a screenshot showing this
specific Moodle surface may have triggered a higher perceived
familiarity with (and a higher trust in) Moodle compared with an
introduction and written explanation about Moodle’s purpose
and usage (presented within the second investigation).

Accordingly, further research that is still aimed to investigate if
the context of Web-based communication affects information
seekers’ trust-related evaluations might not only focus on
different platforms with specific rules and norms but should
also consider people’s experiences and habits in using these
platforms. In this vein, different contexts of Web-based
communication might not only be determined by different
Web-based platforms but also within the same Web-based
platform, as, for instance, subgenres within YouTube might
evolve specific norms or rules [35].

In line with research on the credibility of information,
participants in this investigation assessed the credibility of
information depending on its uncertainty. In fact, it is interesting
that the content was judged depending on whether it provided
a strong conclusion about a common nutrition myth or whether
it prevented a strong conclusion about the myth. Accordingly,
the uncertainty of information may not only concern
scientifically controversial and ambiguous findings but it may
also entail the conflict between people’s conceptions of
well-known (i.e., allegedly to be true) information and scientific
evidence for or against this information. Thereby, giving strong
evidence either for or against a nutrition myth was judged as
being more credible than giving ambiguous scientific findings
that are unable to confirm or disconfirm the myth. Although
research about the uncertainty of information indicates consistent
information to be more credible than conflicting information,
because of people’s tendency to evaluate the conflicting
information in a way that is beneficial to their existing
knowledge [51,95,98,100], the conflicting information in this
study may reflect conflicts with rather low relevance. Although
it is likely that well-known nutrition myths lead people to believe in
these myths because of their familiarity and wide-spread nature [105],
they still represent information that is less relevant to people’s social identity, needs, or interests
[7]. Hence, participants in this study may not have been affected in a biased way to integrate the conflicting information into
their existing knowledge, as busting a common nutrition myth may not be particularly relevant to a participant’s identity.

Hence, it seems fruitful for further investigations on people’s
credibility judgments to focus not only on provided information
that just disconfirms or confirms existing information but also
on the comparison between information that conflicts with
people’s beliefs in various ways (relevance, scientific evidence,
myths, beliefs, etc.). However, taking into account people’s
existing (mis)conceptions could help educate people, as they
may judge information as more credible when they are given
clear evidence for or against their existing (mis)conceptions; in
addition, this new clear information may be easier for them to
integrate into their existing knowledge structure [105].

Summarizing Discussion

Principal Findings

This study’s investigations aimed to supplement research on
people’s evaluations of information and information providers
on the Web. As it can be challenging for (lay)people to evaluate
information found on the internet based on academic criteria
that indicate whether information is correct, complete, and
appropriate, it is important to investigate what cues people use
instead of academic criteria to evaluate the reliability of
information; this is important not only for understanding
people’s trust-related judgments but also for understanding how
people process cues and make decisions. In this context, the
main purpose of this study was to investigate whether the
context of Web-based communication has an impact on how
people evaluate the credibility of information and the
information provider’s trustworthiness.

In line with the idea that the context of Web-based
communication—along with its rules and norms—determines
users’ language use and health information seekers’ proper
understanding of information [5,36,37], this study’s first 2
investigations aimed to characterize the Web-based context of
communication more concretely (RQ1). Therefore, the
relationship between individuals and their expectations of a
platform’s rules and norms [61] was investigated by focusing
on users’ typical language use on YouTube and Vimeo and on
users’ trust in YouTube and Moodle. In line with previous
research on different language styles for specific Web-based
platforms [68,69], health videos on YouTube seemed to use
more first-person pronouns than health videos on Vimeo. It
appears plausible that affordances of Web-based platforms
constitute users’ typical language use as well as their
expectations about how others should use language within these
Web-based platforms [64]. Furthermore, participants in the
second investigation trusted more in YouTube than in Moodle.
These differences between users’ trust in Web-based platforms may likewise cause differences in users’ trust-related evaluations for the very same Web-based information or provider given on different Web-based platforms [34,70]. Although it is challenging to identify implicit norms and rules of platforms because of a constantly changing Web-based platform environment, findings of the content analysis study and the survey data support the assumptions that users use different language styles on certain Web-based platforms, and they also have different levels of trust for different Web-based platforms. According to LET and CAT, the context of Web-based communication not only determines users’ typical language use but it may also affect health information seekers’ proper understanding of information, as seekers may make judgments based on the interplay of the information content, the provider’s language style, and the context of Web-based communication. Building on the first 2 investigations, in a Web-based experiment, we investigated whether health information seekers’ trust-related evaluations of a Web-based video about nutrition myths were influenced not only by the content of the information but also by the providers’ language style and the context of Web-based communication, where the context was the Web-based platform, either Moodle or YouTube (RQ2). Moreover, as research indicates that people’s willingness to rely on information and information providers on the Web is influenced in a complex manner [30,33], we experimentally investigated any individual and reciprocal impact of the following factors: the uncertainty of the information being presented in the video, the language use of the vlogger presenting the information, and the Web-based context of communication. Hence, specific aspects of the message, the source, and the media were investigated, as they are expected to influence not only the communication but also the evaluation of communication and, in turn, the communication success [36,37].

Accordingly, participants’ trust-related evaluations in the experiment study indicate rather complex interdependencies between health information seekers’ evaluations of the vlogger’s language style and the Web-based video platform. Hence, both the language style of the provider and the context of communication seemed to have an individual and reciprocal impact on seekers’ trust-related evaluations, but not in the expected manner. That is, although participants judged the credibility of information in videos equally regardless of the platform and the vlogger’s language use, for the videos presented on Moodle, participants thought that vloggers who used a YouTube-typical language were more accommodating toward the audience than vloggers who used formal language. Moreover, when participants assessed the trustworthiness of the vlogger, their judgments of her benevolence were affected by her language style; conversely, when participants assessed the credibility of information, their judgments were influenced by the uncertainty of information.

Limitations and Implications

Of note, all investigations in this study only emphasize the topic of health and nutrition. It is important to understand how people judge nutrition information found on the Web, as using the internet to seek out information about nutrition continues to increase [2,23], and people’s decisions based on this information may influence people’s health [6]. Future research could also focus on health information beyond explanations about common nutrition myths, as information seekers’ decisions about whom and which information to rely on could be biased in many ways. In this vein, a strong bias might result if the Web-based information conflicts with seekers’ motivational and emotional constitutions, such as might be the case when smokers hear health information about smoking [7]. Accordingly, information about nutrition myths might be less prone to be processed in a biased manner, as it could be less conflicting to seekers’ own attitudes. As we found that people evaluate the credibility of nutrition information differently based on how uncertain it is, namely that they find nutrition information more credible when the provided scientific evidence speaks either strongly for or against the common nutrition myth rather than when the evidence is inconclusive, providing nutrition information on the Web should take into account people’s existing knowledge about this information. Similarly, further research might investigate whether additional information might help people to more accurately judge provided information that relies on uncertain scientific evidence.

Considering the integrative investigation of factors, including the language style of the provider, the content of information, and the context of Web-based communication, all of this study’s investigations should be treated as an approach to conceptualize the context of Web-based communication and determine its importance for seeking health information on the Web. In line with communication theories [36,37], communication and its success are influenced by the context in which it takes place. In addition, especially health information seekers risk to misinterpret the correctness of the information, if they neglect the context of Web-based communication [5]. However, conceptualizing and operationalizing the context of Web-based communication have many challenges [56], and by considering the accompanying rules and norms of Web-based platforms that are constituted by a platform’s affordances and users’ use of these affordances [61], the way context is operationalized in this study fails to address other aspects that might be considered context [57]. Similarly, research to date has identified that there are several aspects important for seeking health information on the Web, such as seekers’ (epistemic) beliefs [30,95]. Thus, more aspects should be considered in future research in addition to the aspects investigated in this study. Furthermore, the language style of providers and the context of Web-based communication in this study were operationalized by specific aspects that do not capture all relevant aspects of language styles (eg, the use of technical jargon) and contexts of Web-based communication (eg, subgenres on YouTube). Furthermore, the Web-based environment is constantly evolving over time. Hence, seeking health information on the Web is also continually changing. In the future, seeking information on the Web might be complemented by completely new affordances of online media (eg, further developments of augmented reality). Hence, a generalization of the concrete context of Web-based communication investigated in this study is limited to some extent. Although defining context does somewhat limit the external validity, it does, however, take into account what might be...
be the most common aspects of evaluating Web-based health information within specific Web-based environments. In this vein, this approach might capture health information seekers’ actual experiences in an even more valid way. It seems fruitful to consider additional Web-based platforms with different aspects that may constitute differences between users’ typical use of Web-based platforms when investigating Web-based health information seekers’ trust-related evaluations. As the definition of context refers to norms that are determined by affordances of online media and that entail users’ expectations about how to use cues for the specific media, further research might particularly highlight users’ expectations about (other) users’ media habits. In this vein, research on expectations will face some challenges (eg, pre-expectations have most often been induced instead of assessed directly, as this would prime their actual expectancies [121]). Accordingly, it might be useful for research to focus on users who are familiar with online media, such as frequent users. Unfortunately, the participants in this study’s experiment were rather infrequent users, and YouTube and Moodle were not used with the same frequency by participants. Hence, further research could investigate frequent users of Web-based platforms to identify if user expectations regarding the use of media affordances affect how users evaluate information and providers. In this context, it also seems valuable to explicitly ask people what they expect when using a typical platform.

Conclusions

Often, research on how health information seekers evaluate information providers’ trustworthiness and information credibility on the Web focuses on single aspects of either the provider or the information. Much less research has addressed how these factors are affected by the context of communication. By focusing on the Web-based platform as an entity that enables one to conceptualize and operationalize the context of Web-based communication, it seems fruitful to investigate the impact of this communication context on people’s reliability judgments, as the context of Web-based communication is expected not only to constitute the communication itself but also to influence the evaluation of communication and its communicative success. A future challenge, then, will be not only to specify the context of Web-based communication by identifying people’s expectations and uses derived from a platform’s affordances but also to investigate in a valid way the individual and reciprocal impact of individual Web-based factors on people’s willingness to rely on information and information providers. As the way people process Web-based information seems to be influenced in a complex manner, understanding how people rely on nutrition information has to consider various Web-based aspects and whether they have any individual and integrative impact on people’s evaluations.
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Abstract

Background: People with arthritis are increasingly seeking support online, particularly for information about social role participation while experiencing symptoms of chronic arthritis. Social media enables peer-to-peer support on how serious leisure (eg, hobbies such as quilting) can be adapted to allow participation. Research is needed to understand what type of peer support is provided online and how this support occurs.

Objective: The aim of our study was to explore what kind of support is offered by fellow hobbyists (with or without arthritis) in response to requests for advice in a social media group.

Methods: Three vignettes were posted on a Facebook quilting group regarding arthritis-related symptoms or impairments that affect how people quilt. A Facebook Insights report was used to examine the groups’ demographics. Responses to the vignettes were thematically analyzed.

Results: The members of the quilting Facebook group were mostly women (18,376/18,478, 99.45%), aged 55 to 64 years, and most were located in the United States. In response to the vignettes, the 22 participants predominantly offered emotional support and shared information. Participants shared their real-life experiences and creative means in adapting medical advice to their crafting. More than half (30/54, 56%) of the advice that was offered aligned with the OrthoInfo medical best practice guidelines relevant to the vignettes.

Conclusions: Serious leisure social media groups can be useful forums for sharing information about arthritis-related issues. People do respond to requests for support and information, although there is a difference between quilting support (eg, “I need a new iron, what should I buy?”) and health support (eg, “I have arthritis, what scissors should I buy?”). People provide emotional support for life events on serious leisure social media platforms (eg, offering condolences when a person states that she is making a memory quilt), and this extends to health issues when group members reveal them.
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Introduction

Background

Quilters take their craft very seriously. Serious leisure is defined by Stebbins [1] as a “systematic pursuit of an amateur, hobbyist, or volunteer activity sufficiently substantial, interesting, and fulfilling for the participant to find a (leisure) career there acquiring and expressing a combination of its special skills, knowledge, and experience.” Quilting is more than a sewing craft. It is the coming together of like-minded crafters to build a community of people who reflect culture, remember history, create art, and build quilted products demonstrating a range of...
skills from novice to expert. Quilters are hobbyists who find benefit and pleasure in what they do and are committed to the development of knowledge, skills, and experience associated to enable participation in their hobby either at a serious or casual level [2]. Similarly, people living with long-term health issues acquire extensive knowledge about their condition, solve problems, and become an expert at handling their health [3].

Arthritis and painful musculoskeletal conditions are common long-term health issues that are a leading cause of disability worldwide [4,5]. Inflammatory arthritis (such as rheumatoid arthritis and the spondyloarthropathies) and osteoarthritis are leading causes of pain and can impair participation [6]. Arthritis often occurs in a person’s most productive age range in adulthood and affects function and participation in everyday activities and hobbies [7,8]. Evidence-based medicine has resulted in diagnostic and treatment guidelines to enable knowledge translation from research to practice to improve health outcomes. From a clinician’s perspective, adherence to evidence-based medicine is fraught [9,10] with adherence issues such as unpleasant side effects of medications. Medication adherence for rheumatoid arthritis, for example, can be as low as 30%, and interventions have been designed to improve adherence [11]. Translation of guidelines and medical advice into practice by patients encounters difficulties due to inequities (education and socioeconomic), low health literacy, and compromised cognitive abilities due to the illness itself and side effects of the medication [9].

Social media provides opportunities for people with health issues to elicit and share support and advice to adapt their activities to accommodate their condition. People use a variety of platforms (eg, Facebook, Twitter, and YouTube) to find and exchange information about health issues, elicit support, and improve self-management of their health issues [12]. People also join disease-specific groups provided by clinicians or patients to learn about their health issues and elicit and/or provide support [13]. Many join communities such as PatientsLikeMe, where individuals with similar conditions can share, view, and discuss their data and health issues, providing peer-to-peer support [14]. The literature does not explore serious leisure platforms (eg, quilting groups) where people may share and exchange information and support about long-term conditions as part of their participation in their leisure activity.

Objective

Our research question was as follows: What kind of support is offered by fellow hobbyists (with or without arthritis) in response to requests for advice in a social media group?

Methods

Study Setting

A quilting Facebook group was chosen as the research site because older women are predominantly affected by arthritis. Quilters are often older women and increasingly use Facebook groups for quilting advice [15]. The Quilting in America 2017 survey estimates there are 7 to 10 million quilters in the United States, most are female, have a mean age of 63 years, and are educated (70% attended college or university) and affluent [15]. Compared with the 2014 survey, time spent online in quilting-related sites has increased from 2.5 to 7.9 hours weekly and Facebook users from 14% to 50% [15]. Textile art has been shown to enhance well-being and quality of life and can have therapeutic benefits [16,17]. Given the widespread engagement with quilting-related social media sites and possible health benefits, a quilting Facebook group is appropriate for this research.

Recruiting Participants

To identify a group for our study, we reviewed 100 quilting groups on Facebook, resulting from a search using “quilt” as a keyword. A total of 10 groups were false positive results (eg, blanket knitting) and were excluded. Groups with 15,000 members or less were excluded from consideration for our study, as we were looking for a large enough group to elicit conversations with a likelihood of at least 10 responses to each of our scenarios (as per Table 1).

A general quilting group was deemed most appropriate because of the broad mix of skills (that was not evident in many of the specialty groups, eg, rag quilting) and range of experience (from beginner to expert). This left 6 qualifying groups to approach. The groups were approached in order of membership size. The administrators of the first 2 groups considered the researchers’ invitation but declined to participate. It was decided that a smaller group among the specialty groups might be more flexible. Group sizes ranged from 563 to 150,000 members. A relatively small group of 18,478 members, dynamic in its conversation (>10 posts per day), with a growing membership, and that had previously posted arthritis-related questions, was deemed appropriate. It was a closed group, did not allow selling or self-promotion, and its function was primarily as a quilting support group. The nature of the specialty was broad, leveraging general quilting skills, for example, piecing and long-arm or free form quilting plus specialty skills.

The main administrator was approached by a private message and, after consultation with her group members, granted permission for the research. The administrator posted a comment indicating that KD had approached her to conduct research in the group saying, “Before allowing this in the group, I wanted to check with all of you. Please comment on this post and tell me if you’re OK with this or not.” A total of 78 people responded to it. Most group members were supportive in their comments (61), and 28 people clicked the like button for the initial post (we did not match these likes with the comments). A total of 4 posters indicated that they had arthritis-related health issues that affected their ability to quilt. They later commented in response to the vignettes. Most of the likes in the discussion were by KD and the group administrator to acknowledge comments. Some gave reasons for their support (they have arthritis, could learn something, and were happy to help). After 19 posts, new posters started indicating no with comments about medical research not being appropriate for a quilting group, and others wanted to avoid discussion about their own health issues when doing their craft. Thereafter, the conversation became mixed.
A total of 3 members conversed with those who said no, defending the research, for example, the members could scroll over what was not of interest. Moreover, 2 people reiterated the purpose of the group as a support group for quilting and that other topics were not to be discussed. Near the end of the conversation, 1 person suggested that the group administrator make her own decision and this was supported by 2 others. Others offered alternative solutions, for example, researcher sets up her own Facebook page, whereas others were concerned that if permission was granted, it would be a slippery slope or would take away from sharing and quilting. The administrator made her decision after 3 days and consented to the research. The University of Auckland Human Participants Ethics Committee approved this study on September 12, 2017 (reference 019783). The administrator of the Facebook group signed a consent form on behalf of the group members. Group members were informed that they could participate in the research by responding to scenarios. An explanation was provided with each post informing members that responses were being collected for research. A link to a summary of the study and full participant information sheets was also included in each post [18]. One researcher was a member of the group (KD) and collected the data, which were sent to the other researchers for analysis and reflection (NG and RG). The discussion threads have since been deleted to ensure privacy of the participants, as quotes used in this study could lead to identification of research participants by new or existing members of the Facebook group.

### Data Collection

Overall, 3 vignettes (case scenarios) were posted as threads in the Facebook group, to which members responded (Figure 1).

#### Table 1. Types of quilting groups reviewed for recruitment.

<table>
<thead>
<tr>
<th>Group type</th>
<th>Large groups&lt;sup&gt;a&lt;/sup&gt; (N=89), n (%)</th>
<th>Small groups&lt;sup&gt;b&lt;/sup&gt; (N=64), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Buying and selling</td>
<td>12 (14)</td>
<td>9 (14)</td>
</tr>
<tr>
<td>Beginners</td>
<td>4 (5)</td>
<td>2 (3)</td>
</tr>
<tr>
<td>On the basis of a specific person’s work</td>
<td>6 (7)</td>
<td>4 (6)</td>
</tr>
<tr>
<td>Specialty</td>
<td>45 (51)</td>
<td>36 (56)</td>
</tr>
<tr>
<td>General quilting</td>
<td>22 (25)</td>
<td>13 (20)&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>Greater than 15,000 members.  
<sup>b</sup>15,000 members or less.  
<sup>c</sup>An additional 3 were limited to one country, and one was limited to a research project.

---

**Figure 1.** Screenshot of the vignettes as posted in the quilting group.
The rules of the quilting group stated the following: no selling or self-promotion is allowed, no politics, respect copyright, and be kind and supportive. The researchers designed vignettes to respect the primary role of the group, that is, quilting sharing and support. Vignettes were appropriate, as they enable sensitive qualitative data collection and are an effective tool for eliciting judgments and perceptions [19]. The vignettes alluded to arthritis-related issues that affect how people quilt and included a person undergoing knee joint arthroplasty (replacement) for knee osteoarthritis, a person with hand pain from hand osteoarthritis, and a person with chronic nonspecific lower back pain (Figure 1).

The vignettes were developed by a nurse (KD) and rheumatologist (RG). After no responses to the first vignette, it was removed, shortened, and simplified (response instructions were replaced by a link to KD’s blog). The short version encouraged discussion. Vignettes were left on the Facebook page (November 30, 2017 and December 9 and 19, 2017) for approximately 1 week until no new responses were made. KD posted a summary of each discussion a week after the initial post to allow for further commentary or correction, which did not occur.

Data Analysis

Before the vignettes were posted, the administrator of the Facebook group extracted demographic data from the group using the Page Insights function. The resulting Excel spreadsheet was sent to the researchers for quantitative analysis of demographic characteristics, including summary statistics of age and gender. A map of the distribution of group members internationally (Figure 2) was created by NG using ArcGIS (Environmental Systems Research Institute, 2017, ArcGIS Desktop Help 10.5.1) [20].

Responses to each thread were screenshot, cut, and pasted and then transcribed onto an MS Word document for analysis and reflection using Williams’ reflective diary guide [21] (see Textbox 1) to conduct an inductive thematic analysis [22]. The discussion threads and reflections were analyzed thematically. This consisted of coding the qualitative data and identifying themes that maintain the richness of the data and accurately represent and explain the phenomena [23]. Interactions between themes were examined and their relevance to the research aim was explained. All 3 researchers reflected on the data and made comments on the analysis.

The discussion thread data were compared with medical best practice for each vignette using the following steps:

- The peer advice from the posted comments was coded (eg, exercise or medication use) and grouped by codes in a table.
- Information for patients about recommended management and self-care from OrthoInfo [24] was summarized by RG (a rheumatologist) in MS Word. OrthoInfo is a website for lay people, developed and reviewed by members of the American Academy of Orthopaedic Surgeons (AAOS) and provides evidence-based information about treatment of, and self-care for, musculoskeletal conditions [24]. OrthoInfo was chosen because the AAOS is the world’s largest professional association for musculoskeletal specialists, and the information has undergone peer review by an expert panel of 13-member editorial board [25].
- The self-care management options (ie, recommendations that could be implemented by an individual) proposed by OrthoInfo were identified from the summary.
- Coded peer advice that was congruent with self-care recommendations from OrthoInfo were matched in Table 2.
- Summary statistics about frequency of peer advice congruent (or not) with OrthoInfo recommendations were prepared.
At the end of the period covered by each vignette, note down and reflect on:

- The most interesting issue
- What worked well (eg, significant achievements)
- What did not work well
- The most puzzling or confusing issue
- The most unexpected issue
- Any risks and threats to the project
- Any opportunities for the project
- Any implications for the principles and purpose underpinning the project
- Differences between the plan and the action
- What was noticed but not addressed? Why? Would addressing that have improved the outcome?
- Any other comments or observations

Table 2. Comments and replies for each vignette.

<table>
<thead>
<tr>
<th>Vignettes</th>
<th>Participants (n=22), n (%)</th>
<th>Comments (n=27), n (%)</th>
<th>Replies (n=11), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8 (36)</td>
<td>8 (30)</td>
<td>4 (36)</td>
</tr>
<tr>
<td>2</td>
<td>5 (23)</td>
<td>8 (30)</td>
<td>5 (46)</td>
</tr>
<tr>
<td>3</td>
<td>11 (50)</td>
<td>11 (40)</td>
<td>2 (18)</td>
</tr>
</tbody>
</table>

Results

The Context

Most quilting groups were international (of the 100 groups that we analyzed, only 3 were limited to 1 country). The Facebook group had 18,478 members when the first vignette was posted. Facebook Page Insights showed that the country with the most members was the United States of America, followed by Canada, the United Kingdom, and Australia. Members were spread all over the world, with high numbers in India, China, Europe, South Africa, and Nigeria and lowest density of members in South America, China, Europe, and parts of Africa (Figure 2). Thus, the group consisted of members from different countries (developed and developing) although membership was predominantly from the United States.

Almost all of the members from the quilting Facebook group identified as females (18,376/18,478, 99.44%; Figure 3), with a very small proportion identifying as males (92/18,478, 0.49%) or custom (10/18,478, 0.05%; Figure 4). The biggest proportion of female members (6433/18,478, 34.81%) was aged 55 to 64 years and for male members (21.6%) was 45 to 54 years. Those with custom genders were distributed more evenly across the age categories. None of the members who identified as male or custom were in the youngest age group, that is, 13 to 17 years.

Of the top 100 contributors to the quilting group, the posts ranged from 0 to 10 (87 members), 11 to 20 (6 members), and more than 20 (3 members). The top commenters (responses to posts) ranged from 13 to 99 (69 members), 100 to 199 (17), 200 to 299 (7), and 300 to 721 (4). Furthermore, 2 of the respondents to our vignettes were among the top 100 contributors. While 1 person posted in vignette 1 (V1) and vignette 2 (V2), had 6 posts, and 518 comments before the research started, the other person posted in vignette 3 (V3), had no posts, and 270 comments before the research started. We were unable to reliably collect demographic data from the Facebook pages of individual participants because of most privacy settings blocking access to this kind of information. The Facebook Insights report did not supply demographics.

Discussions Relating to the Vignettes

A total of 22 people participated in the study by commenting or replying to comments in the vignettes (Table 1). There were 38 contributions (comments and replies) in total across the vignette discussions, with 71% (27/38) original posts and 29% (11/38) comments or responses. Participation was similar in all 3 case scenarios (V1, V2, and V3, n=14 each). Participants contributed an average of 1.7 times each. Each vignette was only posted once.

For 14 responses of V1, 2 participants responded to a comment by another participant or the researcher. There were 1 to 3 likes per comment—most of them were from the researcher and the group administrator to acknowledge the comments and encourage more comments. KD asked 8 questions in response to posts and received 1 reply. One participant also contributed to the consent conversation and was one of the top 100 contributors to the group. Of the 13 comments for V2, 1 participant posted 3 comments and responded to the researcher’s question with 3 more comments. She also responded twice to comments by others.
The *likes* were mostly given by the administrator but 2 were given by 1 of the participants plus someone who did not post a comment. Again, 1 participant also contributed to the consultation conversation and was 1 of the top 100 group contributors. Of 13 comments of V3, 1 was a question by the researcher to stimulate discussion (for which there was 1 reply by someone who had already posted) and 4 were responses to comments. No one posted more than once. The *likes* as for the other vignettes were given by the researcher and the administrator to encourage more participation. KD responded to 2 comments by asking questions, but there were no replies. In addition, 2 participants had contributed to the consultation conversation and were also in the top 100 contributors. A total of 2 participants responded to both vignettes 1 and 2. Of those who participated in the consultation conversation, 2 responded to V1, and 1 responded to V3. No video links were shared. In addition, 2 website links were provided—one in V2 for examples of spring-loaded scissors and 1 in V3 to a posture guide for computer use.

**Emerging Themes**

**Emotional Support**

Members offered emotional support in V1 and V2 through encouragement and reassurance. Members responding in V1
made encouraging comments such as wishing the hypothetical person good luck for their knee replacement surgery. Some members were encouraging about undergoing therapy by emphasizing that this was crucial to good recovery. Another member justified that she gave advice to encourage a person to continue quilting. She later reinforced the value of offering support:

I hope this advice encourages your “pretend” person to continue quilting...My pleasure if it helps someone else.

Reassuring comments in V1 supported the decision for having knee replacement surgery and emphasized that recovery is only temporary and short term. Some members referenced activities that they were able to do again within a short time frame post surgery:

Was back at sewing machine for short periods 3 weeks post op.

Comments that encouraged positive mindset were made in response to V1. These related to participants staying positive and hopeful throughout recovery and reassured that they were content during this time:

Keep cheerful, and remember you’ll soon be able to continue normal activities...look forward to quilt shows for more ideas for even more quilts to make.

Information Sharing

Participants shared a range of information on arthritis-related topics. Advice offered in V1 was specific to recovery, whereas that given in V2 and V3 was related to everyday life with arthritis. This included medical information, adapting quilting to their condition, and using assistive tools. Experience was mentioned to support a recommendation or to acknowledge a lack of knowledge. Those who had lived experience provided more in-depth and personal information and provided external links to information as well.

Medical information across the cases included additional treatments such as massage, exercises such as yoga or Pilates, continuing with quilting, dance, correct posture, pain and symptom management through the use of arthritis gloves, anti-inflammatory gel, heated massage pillows, and resting. Some recommendations, such as this advice from V3, were couched in humor:

Get up and boogie. LoL. Or limbering yoga moves.

Members commenting in V1 emphasized the importance of trusting medical professionals and following instructions. They specifically recommended following medical instructions, asking questions, and attending physiotherapy appointments:

I fully followed all medical instructions, and had asked enough questions to know what to expect.

Members commenting in V1 also valued preparation, as they assumed that exercise would be detrimental following a knee replacement surgery. They suggested resting, recovering, and staying off the stairs. As some of their craft rooms were downstairs, they recommended being prepared with kits, handwork, and smaller quilts to work on. They also suggested having someone retrieve their gear when necessary:

If I needed something from my craft area I got someone else to fetch it for me until I was allowed on the stairs again. I suppose the best advice I could give would be to resolve yourself to limited activity for a short period of time and plan toward that end.

Members’ comments in all 3 cases emphasized the importance of taking breaks. While comments in V1 referred to prioritizing recovery, those in V2 related to resting during flare-ups until they passed and taking breaks to stretch hands. Comments by members in V3 acknowledged that they were unable to quilt on some days due to back pain and would watch people quilt instead:

Choose your battles. Some days I can deal with it and some days I can’t. When I can’t, I watch other people sew on YouTube :D.

Responses to V3 also revealed the importance of posture to minimize back pain. Interestingly, members suggested applying good office ergonomics to their quilting environments. This included correct posture by using back braces or pillows to sit straight and adjusting their chairs. In addition, 1 member suggested tilting the sewing machine forward to alleviate stress on the back, shoulders, and neck. Another transferred posture advice from their employer to their sewing:

I worked at a fortune 500 company and posture is critical working at a station all day working on a computer. Along w/your breaks, make sure you have good posture at your sewing station. Sit up straight and make sure your chair adjusts for good posture.

The use of assistive and labor-saving tools were recommended in V2, as hands often felt weak, tired, or sore. Participants suggested using branded spring-loaded scissors, ergonomic rotary cutters, and suction cups to hold down rulers. Members provided an external link to purchase the spring-loaded scissors:

Absolutely get spring-loaded scissors. I also use the smaller spring-loaded nippers for handwork/quilting-so much easier than regular scissors. The blades on the nippers are so pointy that I can use them to rip stitches out which is much easier on my hands.

Experience with arthritis or lack thereof was referred to, either to reinforce or endorse information or to display a lack of certainty about advice. For V1, 4 of the 9 people participating in the conversation indicated they had had knee replacement surgery done. Of the 5 people conversing in V2, 1 stated that she had rheumatoid arthritis and another referred to her experience without saying if she had arthritis. Of the 12 people who responded to V3, 7 referred to their own experience but did not indicate if they have arthritis. Half of the participants either had arthritis or spoke from an experience that informed their responses. Members with lived experience also endorsed others’ advice:

I had knee replacement 1 year ago yesterday. I agree with the ladies above me.
### Table 3. Alignment between best practice and advice given.

<table>
<thead>
<tr>
<th>Vignette and best practice</th>
<th>Times mentioned, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Vignette 1</strong></td>
<td></td>
</tr>
<tr>
<td>Knee replacement (n=22)</td>
<td></td>
</tr>
<tr>
<td>Modify home or environment</td>
<td>9 (41)</td>
</tr>
<tr>
<td>Wound care and balanced diet</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Resume normal activities</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Exercise program</td>
<td>5 (23)</td>
</tr>
<tr>
<td>Use gait aid until advised to discontinue, graduated walking program</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Other advice</td>
<td>7 (32)</td>
</tr>
<tr>
<td><strong>Vignette 2</strong></td>
<td></td>
</tr>
<tr>
<td>Hand arthritis (n=9)</td>
<td></td>
</tr>
<tr>
<td>Medication</td>
<td>1 (11)</td>
</tr>
<tr>
<td>Splinting</td>
<td>1 (11)</td>
</tr>
<tr>
<td>Other advice</td>
<td>7 (78)</td>
</tr>
<tr>
<td><strong>Vignette 3</strong></td>
<td></td>
</tr>
<tr>
<td>Back pain (n=23)</td>
<td></td>
</tr>
<tr>
<td>Physical therapy</td>
<td>3 (13)</td>
</tr>
<tr>
<td>Braces</td>
<td>2 (9)</td>
</tr>
<tr>
<td>Yoga or Pilates</td>
<td>3 (13)</td>
</tr>
<tr>
<td>Aerobic exercise</td>
<td>1 (4)</td>
</tr>
<tr>
<td>Healthy weight, avoid smoking, chiropractic, and care with lifting</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Good posture</td>
<td>4 (17)</td>
</tr>
<tr>
<td>Other advice</td>
<td>10 (44)</td>
</tr>
</tbody>
</table>

Conversely, some people without arthritis or those who had not tried a treatment or tool acknowledged their lack of experience. For example, 1 member suggested trying arthritis gloves but then acknowledged that she has no lived experience with them:

* I’m not much help.

**Medical Guideline Alignment**

Of all of the self-care advice offered, just over half (30/54, 56%) aligned with the OrthoInfo recommendations for knee replacement surgery (V1: 15/22, 68%), hand arthritis (V2: 2/9, 22%), and back pain (V3: 13/23, 57%; see Table 3).

In several instances, participants appeared to offer advice on adapting both the environment and the quilt making in ways that aligned with the OrthoInfo medical guideline. Most of the information that did not align was valuable but was too diverse and quilting-specific. This was particularly evident in V1, where 4 comments referred to resting after a knee replacement surgery whereas the guideline suggests resuming normal activity. Moreover, 2 other comments included advice on pain management, which was not found in the OrthoInfo guideline.

With regard to quilting-specific advice, the guideline did not mention assistive tools for hand arthritis, yet in V2, most of the comments consisted of suggestions for adapting their quilting environment through the use of tools such as suction cups to hold rulers down or spring-loaded scissors. Other comments included resting and keeping fingers active.

Comments that did not align in V3 were diverse. These included varying positions, wearing supportive shoes, finding a comfortable chair or one that is on wheels, taking breaks, and using an orthopedic pillow. A lack of commentary on the best practice recommendation of *care with lifting* in V3 may have been explained by members having craft rooms dedicated to their quilting or assuming that others have craft rooms. These bespoke craft rooms may alleviate the need to carry heavy equipment.

**Discussion**

**Principal Findings and Comparison With Prior Work**

**Participation Pattern**

Low participation rates were noted, as only 22 people or 0.12% (22/18,478) of the Facebook group members participated in the study. A combination of factors may explain this. There was a low rate of posting for the top 100 contributors (from 0-29 posts) and commenting (4 people had made more than 300 comments). These low posting and commenting rates were reflected in the vignette conversations, where 4 of the top 100 contributors responded to the vignettes. As indicated in the conversation of the consent consultation, some members did not see the
relevance of the research to their quilting, and others felt that their quilting group was not the right place for research or medical discussions. Some people used their quilting and the group to avoid life issues while pursuing their hobby. There were more than 10 posts a day in this group, with top recent posts receiving 18 to 61 comments. It is possible that the vignettes were missed, as they were not pinned (prioritized) posts. As the frequency of posting and commenting was already low in the group, it is not surprising that only 22 people responded to the vignettes.

Could the vignettes themselves have contributed to low participation? They were constructed to mimic requests for assistance and advice in other Facebook groups that KD belongs to, including other quilting groups. Posts were pithy and extended a clear question for advice, assistance, or support. Ethics about social media research influenced the decision to use a hypothetical person requesting advice. Informed consent and transparency about data gathering are a prerequisite for research [26]. Consequently, the researcher who was a group member was positioned not only as a quilter but also as a researcher. Trust was important as exhibited by the response of the first group that was approached, and concern during the consent consultation that allowing research in the group would be the start of a slippery slope. To achieve informed consent, it was necessary to provide a link to the website (leading to participant information and consent statements) as part of the vignettes that were posted, resulting in an implied emphasis on the pretend person posting the vignette questions.

People using social media enjoy a degree of invisibility and anonymity, especially in closed discussion forums such as closed groups on Facebook. This is particularly valuable to people with long-term health issues who do not need to disclose much about themselves to gain support or find information [27]. They are able to seek information and emotional support, form relationships, affect behavior appropriate to the profile they are projecting, for example, as a quilter, and tell their story on their own terms. Social media becomes a level playing field for people with disabilities or health issues that affect their ability to pursue a hobby. It is possible that participants living with arthritis did not want to reveal their health issues to protect their quilting profile.

**Emotional Support**

Participants offered emotional support through reassuring and encouraging comments. Some participants justified their contributions by acknowledging that their encouragement is valuable and could ultimately benefit others. Receiving support (online or offline) has been linked to improved health outcomes [13]. The act of offering others support online can act as a vehicle for emotional support, for example, self-worth is enhanced by helping others [28]. Members indicated that recovery after knee replacement surgery is short term and encouraged a positive mindset. This exemplifies a form of advice that Mendelson [29] identified regarding continuity of life and events (despite diagnosis). Emotional support and, more specifically, advice on continuity of life are beneficial, as anxiety and depression are prevalent among people with rheumatoid arthritis [30]. It appears that acts of providing and receiving emotional support are valued by group members who responded to our vignettes.

**Information Sharing and Medical Guideline Alignment**

Is best practice medical advice accurately shared by quilters living with arthritis? About half of the advice offered aligned with medical best practice for self-care. Noncompliance for physiotherapy and physical exercise programs are common and may be as high as 70% [31,32]. People who assume exercising would not help or experienced barriers to exercising, for example, pain, were less compliant [31,32]. Some participants who responded to the surgical vignette indicated that although they had prepared themselves for convalescence, the blur between postsurgical pain and the need to rest may explain early avoidance of walking on stairs. As our research did not set out to measure offline behavioral changes or improvements in health outcomes, we are not able to draw conclusions about any effects of information sharing.

From a medical perspective, information shared online can be inaccurate, inappropriate, and misinformed [28,33,34]. The nonspecificity of the comments by our participants meant that they were open to interpretation by other members and did not consider potential safety impacts. For example, recommendations to tilt the sewing machine may have been creative or helpful, but there was no conversation about the possibility of the machine falling onto the user’s lap or the development of an ergonomically tilted machine by a manufacturer. People have the opportunity to become more informed and empowered with access to health-related information online, but they also are at risk from the consequences of incorrect information because of the volume of shared advice or an inability to discern good from bad advice [35]. With an increase of some age groups using social media for health-related information [36,37], health professionals should be prepared to assist their patients in discerning the quality of information available online [35,38].

Some of the advice that did not align and carried minimal safety risk was still considered to be valuable. This was exemplified in the suggestion for using assistive tools, for example, spring-loaded scissors or suction pads on rulers, which were not explicitly included in the OrthoInfo guideline [24]. Best practice guidelines differ, as evidenced in other guidelines recommending the use of joint protection techniques and assistive tools for the nonpharmaceutical management of hand osteoarthritis [39]. Although some advice with minimal safety risk is useful, it is important to recognize that the advice offered online might raise safety concerns, as advice is open to interpretation and implementation by those who read it. Clinicians cannot be present in every social media platform, and concern for accuracy of information sharing can be mitigated by teaching clinicians about the value of serious leisure for well-being and how to help their patients to critique available support.

**Limitations**

This was an exploratory study. We acknowledge that there is a plethora of health-related social media groups and services. We were interested in how people integrate their health-related
information and support-seeking into their serious leisure activities, using quilting as context. The sample size was small, but the findings revealed that people do share health-related information and customize it to their serious leisure hobby such asquilting, for example, computer ergonomics applied to posture at a sewing machine to avoid back ache. The findings can be transferred to similar settings, for example, other social media platforms such as Twitter and should be further investigated on a larger scale and in more depth, at which point generalizability of findings and clearer representation can be explored.

As an exploratory study, we used only 1 Facebook group and chose not to compare, for example, Facebook with Twitter, Instagram, Pinterest, or Reddit. Now that it has been suggested that people who participate in serious leisure in the form of quilting do fairly and accurately share health-related information, further studies should be completed using different platforms, comparing different groups in the same platform, and comparing closed and public groups on Facebook.

Participants responded to hypothetical scenarios. KD had observed health-related (and indeed, arthritis-related) conversations in quilting groups on Facebook and crafted the scenarios to closely resemble authentic questions. The scenarios were overtly from a researcher to avoid concerns about deception, as group members are militant about remaining on topic, that is, talking only about quilting-related topics. The obvious presence of the researcher may have resulted in self-selection bias.

Bias could have been introduced by self-selection for participation. Editing of posts and comments (to come across as more helpful, polite, and informed, or to present a profile that pleased the researcher and other quilting group members) could have introduced bias. The anonymity or crafting of a profile that is more positive than in real life, for example, not revealing health issues may have resulted in some people not participating in the research because they did not want to reveal their health issues. As our analysis of 100 Facebook quilting groups only revealed open pages that were linked to individual quilters (ie, not to actual groups or sets of followers that one might be more likely to find on Twitter or Instagram), it is possible that this research cannot be repeated outside a formal group if repeated on Facebook.

**Conclusions**

In our exploratory study, we set out to find out what information people share about specific health issues that affect a serious leisure activity such as quilting and how they elicit and provide support to one another to continue with their quilting. People do respond to requests for support and information, although there is a difference between quilting support (eg, I need a new iron, what should I buy?) and health support (eg, I have arthritis, what scissors should I buy?). People provide emotional support for life events in serious leisure social media platforms (eg, offering condolences when a person states that she is making a memory quilt), and this extends to health issues when group members reveal them.

Future research can be informed by our research. The next step is to create a survey that incorporates theories of peer-to-peer support, serious leisure and serious leisure flow, empowerment, and evidence-based health care to establish the utility of online serious leisure groups for supporting a health issue. Future research could explore the extent to which support provided online has the ability to adapt offline behaviors.
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Abstract

Background: Software designed to accurately estimate food calories from still images could help users and health professionals identify dietary patterns and food choices associated with health and health risks more effectively. However, calorie estimation from images is difficult, and no publicly available software can do so accurately while minimizing the burden associated with data collection and analysis.

Objective: The aim of this study was to determine the accuracy of crowdsourced annotations of calorie content in food images and to identify and quantify sources of bias and noise as a function of respondent characteristics and food qualities (eg, energy density).

Methods: We invited adult social media users to provide calorie estimates for 20 food images (for which ground truth calorie data were known) using a custom-built webpage that administers an online quiz. The images were selected to provide a range of food types and energy density. Participants optionally provided age range, gender, and their height and weight. In addition, 5 nutrition experts provided annotations for the same data to form a basis of comparison. We examined estimated accuracy on the basis of expertise, demographic data, and food qualities using linear mixed-effects models with participant and image index as random variables. We also analyzed the advantage of aggregating nonexpert estimates.

Results: A total of 2028 respondents agreed to participate in the study (males: 770/2028, 37.97%, mean body mass index: 27.5 kg/m²). Average accuracy was 5 out of 20 correct guesses, where “correct” was defined as a number within 20% of the ground truth. Even a small crowd of 10 individuals achieved an accuracy of 7, exceeding the average individual and expert annotator’s accuracy of 5. Women were more accurate than men (P<.001), and younger people were more accurate than older people (P<.001). The calorie content of energy-dense foods was overestimated (P=.02). Participants performed worse when images contained reference objects, such as credit cards, for scale (P=.01).

Conclusions: Our findings provide new information about how calories are estimated from food images, which can inform the design of related software and analyses.

(Keywords: calorie estimation; image annotation; crowdsourcing; obesity; public health)
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Introduction

Background

Estimating calories in pictures of food is an important task, providing data to inform nutrition research and practice and helping individuals achieve optimal, balanced dietary intakes. Yet this task turns out to be difficult for both experts and nonexperts. We are using this study as an opportunity to enhance our understanding of whether and how calorie estimation works “in the wild,” that is, in real-world scenarios. There are many applications of this understanding, ranging from improving the methodological rigor (and reducing the associated burden) of dietary assessment, a pervasive and unanswered question in nutrition science, to influencing the design of interventions focused on dietary behavior change.

The fact that individuals do not estimate calories well [1-4] has motivated the design of software apps to help individuals better estimate different aspects of dietary intake (eg, calories, energy density, nutrient density, and portions) using machine learning (ML) and by harnessing the “wisdom of the crowd.” The latter phenomenon was first documented in a 1907 Nature paper [5] and has been successfully used in many domains, ranging from gene network inference [6] to computational problems [7]. Apps in this space remain quite difficult to use, requiring burdensome manual logging of what one eats, or, when ML is used to classify pictures of foods, explicit weight values to be entered manually. To a large extent, the identification of calorie content from images of food either through crowd sourcing or ML remains an open research question. This work is a necessary step toward the automated identification of calorie content from images of food.

Objectives

The aim of this study was to determine the accuracy of crowdsourced annotations of calorie content in food images and to identify and quantify sources of bias and noise as a function of respondent characteristics and food qualities (eg, energy density).

Methods

Procedure

The proposed task is essentially a combination of 2 tests individuals must engage in when estimating calories. The first test relates to the relative energy density of the food pictured, whereas the second test discerns the portion size. Thus, we contend that the ecological validity of our approach is high, despite the task’s complexity. The study protocol described herein was reviewed by an institutional review board at the University of Arizona and met the criteria for exemption under 45 CFR 46.101(b).

We designed a simple online quiz administered by a custom-built webpage to measure the accuracy of calorie estimation in pictures of food, verify the existence of collective wisdom, and analyze data and find patterns and trends that can be useful in the design of calorie-tracking apps.

We posted the quiz to SampleSize [8], a subreddit (ie, a forum on reddit) dedicated to posting surveys and survey results. This choice was made on the basis of having a large, active user base that reflects the demographics likely to make large-scale food annotations for reasons of personal interest in self-quantification. The quiz began with a short introduction: “We would like to see whether you have a good understanding about calories. We will show you several pictures of food and your task, should you choose to accept it, is to guess how many calories are in the food. We will not share any identifying information about you. All of the data is anonymous.”

The quiz included 20 questions. Each question consisted of a picture of some food item (see Figure 1) and the prompt, “How many calories are in the food pictured here? (Type a number in the box between 50 and 800).” Implausible dietary data, from (un)intentional under-reporting or over-reporting, are a pervasive problem in nutrition research and can introduce bias or lead to erroneous interpretations of diet-weight or diet-disease relationships. A common way of handling this issue is to exclude extreme values after the fact based on the distribution of the data (eg, removing data more than 2 SDs from the mean) or by subjective assessment [9]. In contrast, we provided the upper and lower limits on the guesses, based on the ground truth data, to ease an already difficult task and thereby reduce the amount of data that would later be necessary to remove. The numbers also helped clarify that we were referring to kilocalories and helped reduce outliers. Neither the correct calorie amounts nor other participants’ answers were visible to a participant during the estimation portion of the experiment, although it is possible that some might have read the reddit comments before participation, which revealed some calorie values. We decided to not add additional information to the pictures (eg, does the sandwich contain mayonnaise?) to keep the task closer to a realistic image annotation task.

Following the food-related questions, the participants were asked to provide their age group, gender, and body mass index (BMI). An option to calculate BMI via height and weight information was also available. We deliberately chose not to ask for additional demographic questions (eg, location, income, and education) to protect participant privacy. We reported the accuracy of the individual participant who just completed the quiz, as well as the average accuracy of all prior participants, using a breakdown showing the performance of each question.

Quiz Materials

We used 2 categories of food for the pictures: single-ingredient (eg, broccoli, cheese) and mixed-ingredients (eg, sandwich, pizza). There were 20 pictures of food items in total (Figure 1): 12 single-ingredient and 8 mixed. The food shown in the pictures ranged from 100 to 720 kcal. Importantly, we chose these food items according to the United States Department of Agriculture’s (USDA) MyPlate model [10] that captures the building blocks for a healthy diet, and which includes 5 types of food (vegetables, fruits, protein, dairy, and grain), as well as mixed foods containing these ingredients. Our selection aimed to follow the box between 50 and 800).” Implausible dietary data, from (un)intentional under-reporting or over-reporting, are a pervasive problem in nutrition research and can introduce bias or lead to erroneous interpretations of diet-weight or diet-disease relationships. A common way of handling this issue is to exclude extreme values after the fact based on the distribution of the data (eg, removing data more than 2 SDs from the mean) or by subjective assessment [9]. In contrast, we provided the upper and lower limits on the guesses, based on the ground truth data, to ease an already difficult task and thereby reduce the amount of data that would later be necessary to remove. The numbers also helped clarify that we were referring to kilocalories and helped reduce outliers. Neither the correct calorie amounts nor other participants’ answers were visible to a participant during the estimation portion of the experiment, although it is possible that some might have read the reddit comments before participation, which revealed some calorie values. We decided to not add additional information to the pictures (eg, does the sandwich contain mayonnaise?) to keep the task closer to a realistic image annotation task.

Following the food-related questions, the participants were asked to provide their age group, gender, and body mass index (BMI). An option to calculate BMI via height and weight information was also available. We deliberately chose not to ask for additional demographic questions (eg, location, income, and education) to protect participant privacy. We reported the accuracy of the individual participant who just completed the quiz, as well as the average accuracy of all prior participants, using a breakdown showing the performance of each question.

Quiz Materials

We used 2 categories of food for the pictures: single-ingredient (eg, broccoli, cheese) and mixed-ingredients (eg, sandwich, pizza). There were 20 pictures of food items in total (Figure 1): 12 single-ingredient and 8 mixed. The food shown in the pictures ranged from 100 to 720 kcal. Importantly, we chose these food items according to the United States Department of Agriculture’s (USDA) MyPlate model [10] that captures the building blocks for a healthy diet, and which includes 5 types of food (vegetables, fruits, protein, dairy, and grain), as well as mixed foods containing these ingredients. Our selection aimed to follow this model, to include realistic foods that appear in daily consumption, and to be concise so participants engage with the quiz.
The food portions selected are summarized in Table 1. The images were ordered so that each food type was maximally separated from other instances of its type, and the order was the same for each participant. We collected nutrition information about some food items from official restaurant websites. Although the calorie content of the foods pictured was not directly measured, US federal statute requires the published calorie values of restaurant food items to be within 20% of actual calorie value [11].

We chose not to inform the participants of the sources of the images, to reduce the potential that they would search the Web for "ground truth" data, for example, by going to the actual Burger King’s website. Likewise, the participants were not explicitly told that some images were from fast food restaurants.

Patterns and Analysis

A total of 3 measures were relevant to our analysis:

1. Error, $e$, is estimated kilocalories ($\hat{c}$) minus ground truth kilocalories ($c$), $e = \hat{c} - c$, and percent error, $\eta$, is error as a percentage of the ground truth kilocalories, $\eta = e / c$, both of which are positive in overestimation and negative in underestimation. Because of the variation in the ground truth kilocalories of the foods, the latter is a more reliable indicator of the scale of response bias.

2. Absolute error, $|e|$, measures accuracy irrespective of the direction of estimation bias ($|e| = |\hat{c} - c|$).

3. Discrete accuracy, $D$, is the number of estimates that were within 20% of the true calorie value (out of 20 estimates); discrete accuracy was the measure reported to quiz participants:

Before this analysis, we removed participants who reported a BMI less than 15 or more than 50 kg/m$^2$ (which are unlikely to be correct), and participants who did not report their gender. In addition, we eliminated responses of less than 50 kcal or greater than 800 kcal and retained all the remaining ones.

We analyzed the results of the survey using linear mixed-effects modeling in R [21,22], allowing regression with random intercepts for both participants and foods simultaneously. The $R^2$ values are the proportion of the variance in the data that is described by the models’ predicted values. For all analyses, a $P$ value less than alpha=.05 was considered indicative of a statistically significant relation.

Figure 1. Untrained participants estimated the food calories in these 20 images.
Table 1. Foods were chosen for the quiz to attain maximum coverage of food types encountered in daily life by likely participants. Scaling refers to the presence of reference objects, such as credit cards, which could indicate food volume.

<table>
<thead>
<tr>
<th>Food</th>
<th>Type</th>
<th>Energy (kcal)</th>
<th>Mass (g)</th>
<th>Scaling?</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cheddar cheese</td>
<td>Dairy</td>
<td>200</td>
<td>51</td>
<td>No</td>
<td>wiseGEEK [12]</td>
</tr>
<tr>
<td>Gouda cheese</td>
<td>Dairy</td>
<td>300</td>
<td>84</td>
<td>Yes</td>
<td>HealthAssist [13]</td>
</tr>
<tr>
<td>Avocado</td>
<td>Fruit</td>
<td>200</td>
<td>125</td>
<td>No</td>
<td>wiseGEEK [12]</td>
</tr>
<tr>
<td>Kiwi</td>
<td>Fruit</td>
<td>200</td>
<td>328</td>
<td>No</td>
<td>wiseGEEK [12]</td>
</tr>
<tr>
<td>Brown rice</td>
<td>Grain</td>
<td>420</td>
<td>297.7</td>
<td>No</td>
<td>Panda Express [14]</td>
</tr>
<tr>
<td>Cereal</td>
<td>Grain</td>
<td>200</td>
<td>55</td>
<td>No</td>
<td>wiseGEEK [12]</td>
</tr>
<tr>
<td>Ham</td>
<td>Meat</td>
<td>300</td>
<td>185.1</td>
<td>Yes</td>
<td>HealthAssist [13]</td>
</tr>
<tr>
<td>Salami</td>
<td>Meat</td>
<td>300</td>
<td>72.9</td>
<td>Yes</td>
<td>HealthAssist [13]</td>
</tr>
<tr>
<td>Red onion</td>
<td>Vegetable</td>
<td>200</td>
<td>475</td>
<td>No</td>
<td>wiseGEEK [12]</td>
</tr>
<tr>
<td>Potato</td>
<td>Vegetable</td>
<td>100</td>
<td>141.7</td>
<td>No</td>
<td>Food Network [15]</td>
</tr>
<tr>
<td>Broccoli</td>
<td>Vegetable</td>
<td>200</td>
<td>588</td>
<td>No</td>
<td>wiseGEEK [12]</td>
</tr>
<tr>
<td>Cauliflower</td>
<td>Vegetable</td>
<td>300</td>
<td>1200</td>
<td>Yes</td>
<td>HealthAssist [13]</td>
</tr>
<tr>
<td>Cheeseburger</td>
<td>Mixed</td>
<td>270</td>
<td>104</td>
<td>No</td>
<td>Burger King [16]</td>
</tr>
<tr>
<td>Hot dog</td>
<td>Mixed</td>
<td>310</td>
<td>123</td>
<td>No</td>
<td>Burger King [16]</td>
</tr>
<tr>
<td>Green tea cake</td>
<td>Mixed</td>
<td>136</td>
<td>40</td>
<td>No</td>
<td>Wit Co. Ltd [17]</td>
</tr>
<tr>
<td>Long cheeseburger</td>
<td>Mixed</td>
<td>590</td>
<td>213</td>
<td>No</td>
<td>Burger King [16]</td>
</tr>
<tr>
<td>Pepperoni and sausage pizza</td>
<td>Mixed</td>
<td>240</td>
<td>97</td>
<td>No</td>
<td>Papa John’s Pizza [18]</td>
</tr>
<tr>
<td>Swiss roll</td>
<td>Mixed</td>
<td>251</td>
<td>96</td>
<td>No</td>
<td>Sism [19]</td>
</tr>
<tr>
<td>Tuna sandwich</td>
<td>Mixed</td>
<td>720</td>
<td>420</td>
<td>Yes</td>
<td>Jimmy John’s [20]</td>
</tr>
<tr>
<td>Turkey sandwich</td>
<td>Mixed</td>
<td>510</td>
<td>254</td>
<td>Yes</td>
<td>Jimmy John’s [20]</td>
</tr>
</tbody>
</table>

Results

In total, 2125 individuals participated in our reddit quiz. After removing 97 participants with missing or invalid demographic data, 2028 individuals were included in the analysis.

Participant Demographics

The demographics of the participants are summarized in Figures 2-5. Although we collected no location data, an earlier study, again recruiting from the SampleSize subreddit, found that 67.4% (421/625) of participants reported a location within the United States [23], a rate that is similar to the 64% reported in another voluntary survey with participants from across reddit [24]. We also have a higher percentage of female participants than the US average, and a larger fraction of people with BMI around 25 kg/m^2. It is possible that the participants in our quiz were more interested in this topic than the average person. However, in their self-selection, they are more demographically similar than the average person to likely crowdsourcing annotators for potential future app development.

Participant Feedback

The participants volunteered their BMI and other demographic information, and 18 participants left 31 comments on the reddit thread. Table 2 summarizes the types of feedback comments we received, as well as some examples.

The feedback from the participants demonstrates engagement, interest, and curiosity. This implies that such tasks could be legitimately gamified (applying game mechanics and game design techniques to engage and motivate people to achieve their goals). It also shows that unlike Mechanical Turk participants, the participants in our study were engaged and motivated by intrinsic interest.

Note that our work addresses some of the requests shown in Table 2. For example, we found no increased accuracy from the presence of reference objects for scale in the pictures.
Figure 2. The reported gender of respondents to our quiz is compared with data from National Health and Nutrition Examination survey (NHANES).

Figure 3. The age of respondents to our quiz is compared with data from National Health and Nutrition Examination survey (NHANES).

Figure 4. The body mass index (kg/m²) of respondents to our quiz is compared with data from National Health and Nutrition Examination survey (NHANES).
Figure 5. The body mass index (kg/m²) category of respondents to our quiz is compared with data from National Health and Nutrition Examination survey (NHANES).

Table 2. Representative comments from the reddit post of the calorie estimation quiz.

<table>
<thead>
<tr>
<th>Type</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fun</td>
<td>“That was fun! I think the folks in 'loseIt' [another subreddit] and on various MFP [MyFitnessPal] forums would enjoy taking this, too.”</td>
</tr>
<tr>
<td>Surprise</td>
<td>“I’m really really doubtful that burger is only 270 cal.”</td>
</tr>
<tr>
<td></td>
<td>“[N]o way are two red onions 200 calories.”</td>
</tr>
<tr>
<td>Units</td>
<td>“[C]ountries other than the US use the actual unit of energy- Joules”</td>
</tr>
<tr>
<td>Scale</td>
<td>“It would have been great to have a ruler next to the food.”</td>
</tr>
<tr>
<td></td>
<td>“[I]f you show me a plate of rice, I can’t guess how much rice are on the plate because I don’t know how big the plate is.”</td>
</tr>
<tr>
<td>Difficulty</td>
<td>“Shoot, got 1 right out of 20 LOL. No wonder my BMI is 29.”</td>
</tr>
<tr>
<td></td>
<td>“I dont know if there was mayo on [the submarine sandwiches] or not, which changes things a lot.”</td>
</tr>
</tbody>
</table>

**How Good Are People at Estimating Calories?**

The participants’ estimates had a mean absolute error (|e|) of 57.9% (136 kcal). In terms of discrete accuracy (D), the mean participant answered 5.15 questions correctly out of 20. Figure 6 shows the distribution of correct responses. Absolute error varied considerably by item from the most accurate item—a turkey sandwich, with a mean absolute error of 23.0% (39 kcal)—to the least—green tea cake, at 241.0% (327 kcal) absolute error. Figure 7 illustrates the variety of estimates and percent error (η) distributions for different items. Together, these facts show that human calorie estimates are both inaccurate overall and inconsistent in their inaccuracies.

**Does the Wisdom of the Crowd Phenomenon Apply Here?**

A consensus formed rapidly for each food, as shown in Figure 8 (see the dashed orange line in the figure), so that 10 responses gave a very good estimate of the next 1000 responses. In fact, a bootstrap significance test shows that the average of 10 randomly selected participants’ guesses is no more (or less) accurate than the average of those of 1000 random participants (P=.36). Moreover, the consensus responses had greater discrete accuracy (D) than that of the individual participants, achieving 7 correct responses out of 20, a 36% relative improvement over the 5.15 correct among individual participants. This result is consistent with previous studies demonstrating the wisdom of the crowd, in which the accuracy of consensus judgments exceeds that of individual judgments (see Comparison With Prior Work).

Another important observation is that although error was high for individual responses and individual foods, the bias in the errors was low overall across all questions, such that the median of the error across items and participants is 0 (when using crowdsourcing over 2028 participants). Although this result is not actionable in itself, as it is averaged across all questions, it does demonstrate the power of crowds to converge toward high-accuracy judgments.
Figure 6. A histogram of the number of correct estimates each participant made. See Patterns and Analysis for the definition of this measure, D.

Figure 7. Calorie estimates and percent error (η) for each food item. For each food item, the violin plots represent the distribution of the calorie estimates by the participants and their percent error. The bottom and top of the boxes represent the first and third quartile, and the red band represents the mean of the calorie estimates, respectively. The green band represents the actual calorie value for each food item.
Figure 8. Mean estimates for each food as more participants are added show that a consensus forms rapidly. The dotted blue lines show the true calorie value for each food. The x-axis uses a logarithmic scale. The orange dashed line indicates the estimates of nonexperts. The green continuous line represents the estimates of nutrition science experts. Note that the range of acceptable calorie estimates was 50 to 800 calories for each food item.

Figure 9. Participants underestimated the calorie content of calorie-sparse foods and overestimated that of calorie-rich foods.
Do the Nutritional Experts Outperform the Crowd?
In addition to redditors, we solicited participation from 5 nutritional experts. We recruited a faculty on a voluntary basis from the Department of Nutritional Science at the University of Arizona and the School of Nutrition and Health Promotion at Arizona State University. Somewhat surprisingly, neither the absolute error of their responses nor their discrete accuracy was statistically different from those of the average nonexpert participant (P=.19). In fact, a small crowd of only 2 randomly selected nonexperts was required to outperform the highest performing expert, achieving an average absolute error (|e|) of 119.3 (52.3%) compared with the expert’s 130.2 (55.3%). Expert performance is shown in comparison with nonexpert performance in Figure 8. This result is consistent with the hypothesis that the sources of error (eg, erroneous volume estimation due to a notion of typical portion size) apply equally to experts and nonexperts. Prior work in many domains of estimation has supported the notion that a relatively small group of nonexperts can estimate just as well as a single expert [25,26] (see also Comparison With Prior Work).

Does Having an Object for Scale in the Picture Help?
Several comments in the reddit thread expressed the hypothesis that pictures featuring a standard-sized reference object (such as a credit card) were easier to answer. The results showed that reference objects, far from aiding estimation, increased absolute error (|e|) by a mean 4.6 kcal (P=.01, R^2=.31). Our hypothesis is that participants used background knowledge about the typical size of foods to scale foods but were not able to profit from comparison against the reference objects. This is statistically significant evidence for the notion that scale information does not aid calorie estimation in digital images (compare [27]). However, it is important to note that this was a post hoc analysis only; the experiment was not designed to analyze this hypothesis. For example, we included objects that come in many different sizes (eg, forks) as reference objects, which may have confused the quiz takers. We leave a more careful evaluation of this particular observation as future work.

Does Energy Density of Foods Predict Estimation Error?
As shown in Figure 9, the caloric content of energy-dense foods was systematically overestimated, and that of energy-sparse foods underestimated, as measured by error (e, P=.02, R^2=.57). This bias is similar to one found by Almiron-Roig et al [28] in estimating in-person portion sizes and could reflect 2 nonexclusive sources. First, it could result from the perceived healthiness of the food items [29]. For example, broccoli is a prototypically healthy food but is not devoid of calories; conversely, prototypically unhealthy foods such as cheeseburgers have often been “engineered” for low calories [30]. This explanation aligns with the results of Carels et al [1], who found that college students overestimated the caloric content of foods considered to be unhealthy while they underestimated the number of calories in healthy foods. Second, the bias could result from an assumption that the items would have a similar weight to one another, when in fact there was an inverse relationship between the energy density and weight of the items (Pearson correlation: ρ=-.70). We hypothesize that inelastic adjustment of portion size according to energy density could contribute to obesity.

Does Body Mass Index Predict Estimation Errors?
BMI itself does not predict accuracy or bias in these data, similar to Blake et al [31] and Chandon and Wansink [32]. Other studies show that overweight and obese individuals consistently under-report calorie intake to a greater degree than nonoverweight individuals [33,34]. However, BMI does significantly interact with energy density in predicting percent error (η, P=.002, R^2=.57), such that the higher a participant’s BMI, the more they exaggerated the calorie content of calorie-rich foods. We hypothesize that overweight individuals are more sensitive to perceptions of food.

Do Gender and Age Predict Estimation Errors?
No biasing effect (toward underestimation, for example) was found, but absolute error (|e|) was greater for men than for women (P<.001, R^2=.31), similar to the portion judgment result by Almiron-Roig et al [28]. In addition, the absolute error was greater for older participants (P<.001, R^2=.31), but these effects did not interact. Figures 10 and 11 summarize these differences. We hypothesize that the primary reason for these differences is cultural, reflecting gender norms and the relatively recent cultural emphasis on calories as a measure of healthiness.

Do Estimation Errors Cluster by Food Type?
The over- and underestimation of errors for some foods correlate with those for others. For example, a participant who underestimates the calories in broccoli is likely to do so for cauliflower as well. Figure 12 shows an automatically generated map [35] illustrating these correlations, with clusters showing similar subnetworks. A larger map with more food items would be a strong basis for predicting human bias on clusters of food types (eg, vegetables).
Figure 10. The absolute error (|e|) of participants differs by gender. Box edges show the first and third quartiles and are split by the median. The boxes’ whiskers extend to the farthest point within 1.5 times the interquartile range from the box ends. The notches denote the 95% CI of the median. The y-axis is on a square-root scale.

Figure 11. The absolute error (|e|) of participants differs by age. Box edges show the first and third quartiles and are split by the median. The boxes’ whiskers extend to the farthest point within 1.5 times the interquartile range from the box ends. The notches denote the 95% CI of the median. The y-axis is on a square-root scale.
**Discussion**

**Principal Findings**

The above analysis identifies several patterns that are important for the design of calorie estimation apps.

First and foremost, our study demonstrates that individuals are poor judges of calorie content in images, and prior work has shown that they are poor judges of portion size in real-life situations (see Comparison With Prior Work). This suggests the utility of an ML approach to calorie estimation to facilitate meal planning. Keeping track of calories by describing foods and guessing quantities and values is a tedious and inaccurate strategy, yet it is the strategy most commonly used in apps today. Given that “a picture is worth a thousand words,” our initial hypothesis was that using images (rather than descriptions of foods) should lead to better estimates. Our results, however, do not support this hypothesis: on average, participants performed poorly at estimating the amount of calories in pictures of food, answering 5.15 of 20 questions correctly on average. Our analysis indicates that participants in our dataset tended to exaggerate common dietary knowledge; they underestimated the number of calories in energy-sparse foods and overestimated them in energy-dense ones.

Our related work discussion (Comparison With Prior Work, below) highlights that estimating calories using ML remains an open research problem. However, our work suggests that such apps could take advantage of the wisdom of the crowd for estimation. We showed that the crowd performs better than experts, on average, even when the crowd is small. This suggests that this annotation could be implemented accurately and at low cost.

The results suggest that for apps that focus on calorie monitoring (including self-reporting), it might be a good idea to characterize the users’ demographic data (age, gender, and BMI) shown to influence the accuracy of calorie estimates either directly or when combined with other factors such as energy density.

We identified additional patterns that simplify the design and implementation of calorie-tracking apps. The first such pattern is that scale information does not improve estimation accuracy. The second is that estimation errors cluster by food types, which indicates that the app may extrapolate user patterns between foods in the same group.

It is important to note that the observations of this study are statistically significant and applicable to the population of interest to us (ie, individuals likely to participate in crowdsourced annotations). This population is considerably younger than the US population ($\chi^2 = 3362.5, P < .001$) and contains more women proportionally ($\chi^2 = 81.0, P < .001$). In future work, we aim to repeat this study for a larger population that matches known demographics to verify the validity of our analysis on such populations.

**Comparison With Prior Work**

Related work includes prior work in nutritional sciences, ML, image processing, and crowdsourcing. We review a small but representative subset below.

**Nutrition and Diet**

Bandini et al [36] and Schoeller et al [37] have reported that individuals tend to selectively under-report the energy intake when these data are manually logged. This seems to be especially true for overweight and obese individuals [33,34] and could be associated with a failure to accurately estimate portions, although Blake et al [31] and Chandon and Wansink [32] found that BMI does not correlate with the ability to estimate calories when this task is conducted in person. Portion...
estimation of in-person food remains poor, whether in reference to images on computer screens or on printed images [38]. However, calorie estimation of large meals may be worse than that of small meals [39].

To monitor dietary intake more accurately, third-party automated food analysis systems have been proposed. Martin et al [40] used the remote food photography method (RFPM), which requires individuals to upload 3 pictures when having a meal: the plate of the foods selected by an individual, standard portions of known quantities of the foods, and the leftovers. These pictures are sent to trained dietitians who verify portions with participants and analyze these data using a standardized nutrient database. This approach relies on the judgment of trained nutrition professionals and argues for the validity of RFPM. Providing all 3 pictures for each meal is a challenge, as indicated by Williamson et al [41]. Beltran et al [42] tested the reliability of the eButton system, in which a camera worn on the chest records images continuously. The images are captured passively while the participant goes about their day, but such a system still requires experts to identify foods in the images and confirm them with participants. Similar to the RFPM employed by Martin et al [40], the eButton system requires valid pictures before and after each meal, camera placement at a certain angle, and proper lighting. Although promising, such systems are unlikely to scale to the millions of people who would like to accurately track their nutritional intake.

Machine Learning and Image Processing

Given the challenges of the systems described above, a system that can automatically measure calories in pictures of food would be in great demand. Image processing techniques can be used to recognize food in images, and ML can be used to estimate the calories in the food.

Menu-Match [43] uses a database of restaurants and Global Positioning System locations and attempts to guess what is in the picture, using image features such as color and scale-invariant feature transforms [44]. It has not been made available to the general public. Im2Calories [45] is built on the work of Menu-Match. A multi-label classifier is trained on a collection of images of food. The app locates the restaurant a user is dining in and, given an image from the user, the classifier (running on the user’s phone) guesses which foods are present in the meal. Looking up the nutritional facts provided by the restaurant, using the resulting estimates, yields good results. Note, however, that Im2Calories has not been made available to the general public or even for research purposes.

Bettadapura et al [46] show that food recognition using location data improves accuracy. Such systems, however, are inherently limited to the restaurants whose menus are in the database. These also assume that menus do not change often and that the volume of food is the same from plate to plate. In reality, most meals are eaten either outside of restaurants or in restaurants whose menus are not included in some dataset. The “in the wild” problem is more natural but also more difficult.

The Web app Foodlog [47,48] divides food images into 300 blocks each and extracts discrete cosine transform coefficients and color histogram from each block. Using these data, Foodlog classifies the food into 5 categories according to the USDA’s My Pyramid system. Experimental results report 88% accuracy in the extraction of food and 73% accuracy in food balance estimation. The FoodCam system [49] segments the region of each food by GrabCut (an image segmentation approach based on iterative graph-cuts) [50], extracts image features of histogram of oriented gradients [51] and color patches with the Fisher Vector (an image representation obtained by pooling local image features) [52], and finally classifies it into 1 of 100 food categories using linear support vector machines.

With the exception of Im2Calories, the systems above achieve relatively good food recognition but without volume estimation. To estimate volume, Chae et al [53] minimize the false-segmented regions, smooth the segmentation boundaries of food, and reconstruct 3D primitive shapes from a single food image. He et al [54] estimate the weight of food given a single image using a shape template for regular-shaped foods and area-based weight estimation for irregularly shaped food. The Im2Calories system [45] estimates the distance of every pixel from the camera by using a convolutional neural net architecture, converts the depth map into a voxel representation, and estimates the volume of the food. Although such approaches are effective, there is no app for estimation of food volumes available to the general public.

Crowdsourcing

Crowdsourcing sometimes makes it possible to use multiple nonexpert judgments to approach the high quality of expert annotation [55]. Surowiecki [25] argues that in many instances, the average nonexpert estimates can even outperform a single expert. Watson has shown that the average of the individual judgments can be equal or superior to the judgment of the best individual within the group [26]. Moreover, the validity of judgments increases with more judges [56]. The strength of the wisdom of the crowd over ML is well understood and exploited in industry. For example, CardMunch (now a service of Evernote [57]) uses crowdsourcing with Amazon Mechanical Turk to convert pictures of business cards into digital contact information. Eloquent Labs [58] uses a mix of crowdsourcing with an artificial intelligence to implement a conversational assistant for customer service.

In the nutrition domain, Manykina et al [59] show that crowdsourced ingredient annotations from food images are improved by expert annotation and by showing the annotators previous annotations of the images. The PlateMate [60] app leverages crowdsourcing to implement the first step in the RFPM. Rather than typing names of foods and estimating portions, users take photographs of their plates both at the beginning of the meal and at the end to accurately capture how much food was actually eaten. PlateMate uses annotations from nonexpert Amazon Mechanical Turk workers instead of expert dietitians to estimate the composition of foods in static images. PlateMate’s results are as accurate as the experts. Similarly, the Im2Calories [45] project uses crowdsourcing to annotate all the food terms that apply to an image. Manually merging synonymous terms, they create the Food201-Multilabel dataset for training. Compared with the original Food101 classes, the new classes of Food201-Multilabel do better according to mean
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average precision, as they often correspond to side dishes or small food items.

In sum, despite the abundance of interest in this and related topics, including calorie-tracking apps with manual entry, there exists no publicly available app that will accurately estimate calories from a single image. Likewise, although there are many studies of human bias in tracking calories and lack of skill in estimating portion sizes, no previous work establishes the accuracy and biases of crowdsourcing for calorie estimation, or what demographic factors might correlate with accuracy.

Learning from our study, we envision a very simple app, where the only action required from the user is to take a picture of her or his food. The estimation logic, driven by the wisdom of the crowd and ML, would be transparent to the user, that is, it would be triggered automatically when the camera is used. The logic includes (1) detecting if the picture is a picture of food using image classification [61,62] and (2) routing the image for crowd annotations (similar to CardMunch, which routes the task of processing images of business cards to the crowd). We hope that this simplicity will yield wide adoption, which, in turn, will lead to measurable effects in dietary choices.

**Limitations**

Participants were not directly informed that some images were of fast food and thus more likely to be subject to food engineering, for example, replacing sugar or using sweetness enhancers, or adding water or protein to enhance food properties and palatability [30,63]. The fact that this was not explicitly mentioned to the participants raises the possibility that participants might have considered these foods as “homemade,” which may have influenced perceived energy density and calories. However, since a majority of hamburgers are eaten at restaurants rather than homemade, judgments about engineered foods are as or more relevant than home-cooked foods for both naturalistic and app-related purposes.

**Conclusions**

We described a study measuring the ability of over 2000 individuals to estimate calories in 20 pictures of food chosen to capture the building blocks of a healthy diet [10]. We believe this study should be read as an analysis that drives the design of future food-related apps, with additional impacts on crowdsourcing strategies and the design of human-computer interfaces.

Our analysis confirms some earlier observations (eg, calorie estimation is a difficult task, even for the experts) and offers new insights:

1. Even a small crowd of 2 nonexperts achieves calorie estimation accuracy greater than that of the expert annotators. This suggests that semiautomated food labeling apps can be implemented at a low cost by harnessing the wisdom of the crowd, even when the crowd is small. Note that some prior approaches in this space, such as PlateMate [60], use crowdsourcing to provide calorie information to users. To the best of our knowledge, the crowdsourcing method has never been tested as a source of data for algorithmic calorie estimation before.

2. We found new type-of-food effects, with energy-dense foods (such as hamburgers) being consistently overestimated and energy-sparse foods (such as broccoli) consistently underestimated. Future crowdsourcing (or ML) projects aiming to annotate food for calorie content will benefit from correction using these biases.

3. We found the absence of some expected correlations. For example, the presence of reference objects for scale does not improve accuracy but rather slightly decreases accuracy, and the BMI is not correlated with accuracy. These observations impact the design of interfaces for annotation apps, as well as data collection protocols.

All in all, this work suggests that calorie-estimation apps are needed and can be built at low cost (eg, using small annotator groups, and without the overhead of including reference objects in images, or controlling for the BMI of users).

Several interesting research questions remain. First, given the low calorie estimation accuracy (5 out of 20) and some clear patterns (underestimating “healthy” foods and overestimating “unhealthy” foods), it is natural to ask whether simple training with feedback can help improve accuracy for nonexperts. If so, how much training is required, what gains in accuracy can be obtained, and how much further can the crowd boost the results? Second, can we factor in biases (eg, age, gender) to obtain better crowdsourced prediction? Third, can better (more consistent) reference objects lead to improvements in accuracy? Fourth, assuming the baseline accuracy for “simple” foods (eg, fruits, vegetables, and sandwiches) can be improved with some of the ideas above, can we hope to tackle more difficult challenges, such as amorphous foods (porridge, mashed potatoes) and liquids (soups, smoothies) in which ingredients and volume are less obvious? Lastly, but perhaps most importantly, we aim to apply the knowledge gained from this study beyond the understanding of how (or how well) people estimate calories to include assessment of diet quality, which has become a dietary construct of interest in the past 5 years [64]. This change has occurred because dietary patterns and dietary quality (eg, increased nutrient density, nutrient diversity, and nutrient adequacy) have been strongly associated with health and disease outcomes. This information provides potentially more meaningful metrics than the number of calories (which says nothing about the quality or “healthiness” of the food) when providing participants or patients with feedback.

We believe this study should be read as an analysis that informs the design of future food-related apps (in particular, apps that feature calorie estimation), with additional potential impacts on crowdsourcing strategies and the design of human-computer interfaces. Our future goal is to provide estimates about judging calories from images for the purpose of mass annotation (eg, in support of a calorie-estimation app), which, in turn, is part of a larger system that analyzes text, images, and videos to estimate risk of diet-sensitive diseases such as type 2 diabetes mellitus [23,65].
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Abstract

Background: Concurrent autoimmune illnesses contribute to increased medical burden and reduced quality of life in patients with autoimmune hepatitis (AIH). The frequency of coexisting autoimmune conditions among North American patients with AIH and their families remains incomplete. Challenges associated with disease capture in the electronic medical record, high study costs, and geographic spread of patients are formidable barriers to understanding the extent of concurrent autoimmune conditions in these groups.

Objective: This objective of this study was to examine the frequency of extrahepatic autoimmune diseases (EHAD) among AIH cases and healthy controls as well as their first-degree relatives using social networking sites (SNS).

Methods: We developed a 53-question survey detailing the history of autoimmune diseases. A survey link was posted at routine intervals within specific Web-based cohorts on SNS. Healthy controls, without self-reported autoimmune liver disease, were recruited from Amazon’s Mechanical Turk. Continuous variables were summarized using medians and P values obtained with the Wilcoxon rank-sum test. Categorical variables were compared using the chi-square test.

Results: Compared with controls (n=1162), cases (n=306) were more likely to be older (median age: 49 vs 33 years), female (284/306, 92.81% vs 955/1162, 82.18%), and have an EHAD (128/306, 41.83% vs 218/1162, 18.76%; P=.001). The most frequent EHADs among cases were thyroid disease (49/306, 16.01%), Sjögren syndrome (27/306, 8.82%), Raynaud phenomenon (23/306, 7.52%), and psoriasis (22/306, 7.19%). Overall, 55.88% (171/306) of cases and 35.71% (1601/4484) of controls reported at least 1 first-degree relative (FDR) with a history of EHAD (P=.001). Cases had a significantly higher risk of EHAD than controls after the adjustment for age, sex, race, and body mass index: odds ratio 2.46 (95% CI 1.8-3.3); P=.001.

Conclusions: Patients with AIH report higher prevalence of coexistent EHAD than healthy controls, and their FDRs are also more likely to have autoimmune disorders.
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Introduction

Autoimmune hepatitis (AIH) is characterized by T-cell-mediated inflammation of the liver and typical autoantibodies [1,2]. If left untreated, AIH can result in progressive liver disease, including cirrhosis and failure, often requiring liver transplantation [3]. Several epidemiological studies have yielded a wide array of incidence globally, with rates of 0.08 per 100,000 in Japan [4] to 43 per 100,000 among Alaska natives [5]. Regardless of the geographical location, AIH is known to affect women primarily and the age of onset appears to be bimodal [6].

The etiology of AIH remains unclear, but both environmental and genetic factors have been hypothesized despite few
supporting studies. Environmental contributions are supported by varying global AIH incidence rates [4-6], evidence of both drug-induced and viral-induced AIH [7-9], and disease risk associated with certain exposures [10]. Genetic risk associations have been observed predominantly at the human leukocyte antigen (HLA) locus [11] and in at least one non-HLA gene [12]. Beyond limited genome-wide data and prior candidate gene studies, descriptive European reports support an underlying autoimmune phenotype, as observation of extrahepatic autoimmune diseases (EHAD) occurring concurrently with AIH has been as high as 42% [6,13,14]. To date, only 2 European studies have examined the family history of EHAD in patients with AIH by collecting survey data and retrospectively reviewing patient records [6,14]. Furthermore, a case-control assessment of EHAD among patients with AIH and their first-degree relatives (FDR) remains incomplete.

Geographic barriers and lack of a nationwide medical record system have limited AIH investigation; however, the advent of Web-based social networking sites (SNS), such as Facebook and Twitter, have bridged this gap in research accessibility [15]. Web-based patient groups can now provide an integrative, synergistic system for collecting data and engaging patients in the participation and advancement of research [16,17]. This study aims to utilize a novel research method centered on SNS to examine the association between AIH and the presence of autoimmune diseases among patients with AIH and their FDRs.

**Methods**

**Social Networking Sites**

We implemented an AIH patient recruitment method using SNS for this study. We have previously described the advantages of these platforms to provide patients with AIH with access to health information, patient-directed support, and opportunities for research involvement [18]. The Autoimmune Hepatitis Research Network, a private Facebook group created and managed by a physician-led research team at Indiana University, was created in 2014 and currently hosts nearly 1800 members. Patients with AIH (cases) were recruited to participate through monthly electronic study advertisements over a 6-month study period (June 2015-January 2016) on the Autoimmune Hepatitis Research Network, as well as the Autoimmune Hepatitis Association public Facebook page. In addition, the study team posted a research invitation on associated Twitter accounts monthly (@craiglammertIU: 218 and @AIH_Association: 367 followers, as of June 2017) during the study period. Advertisements included disease background information, inclusion and exclusion information, and a direct survey link.

For participation, cases were required to be aged ≥18 years and have previously received a diagnosis of AIH from a medical doctor.

**Acquisition of the Control Population**

Controls without self-reported AIH were screened and recruited from Amazon’s Mechanical Turk (MTurk), a crowdsourcing website for the completion of requester-directed tasks, which has been shown to approximate the demographics of American adults over the Web [19]. MTurk workers with high approval ratings have been shown to answer attention check questions correctly, thereby minimizing the selection bias [20]. Thus, to obtain high-quality data, participation was limited to high-reputation MTurk workers with a 95% approval rating or above. A survey link was posted to MTurk daily, and MTurk workers completed the survey in exchange for a small monetary reward. Controls were required to be aged ≥18 years, US residents, and report no history of autoimmune liver disease. The controls received US $0.25 compensation for their participation and were only able to complete the survey once. The Indiana University Institutional Review Board approved all study methods.

**Questionnaire Development**

An autoimmune disease questionnaire was created using Web-based survey development software and included key demographics, as well as 48 questions addressing personal and FDR medical history of other autoimmune diseases. The questionnaire was adapted from the Mayo Clinic Medical Questionnaire for Chronic Cholestatic Liver Diseases and took approximately 10 minutes to complete [21]. We assessed 12 common EHAD and 3 hepatic autoimmune diseases, including AIH, primary sclerosing cholangitis (PSC) and primary biliary cholangitis (PBC). A total of 2081 responses to the survey were collected over the 6-month study period. Incomplete surveys, duplicate entries, and self-reported liver disease in controls were removed. A total of 1468 participants were included in the study analysis, including 306 cases and 1162 controls (Figure 1).

**Statistical Analysis**

Continuous variables were summarized using medians and the 25th and 75th percentiles, and P values were obtained with the Wilcoxon rank-sum test. Categorical variables were compared using the chi-square test. Logistic regression was used to estimate the risk of concurrent EHAD and EHAD within FDR after adjusting for age, sex, race, and body mass index (BMI). Statistical analysis was completed using IBM SPSS Statistics software (version 2.0).
Results

Table 1 presents the demographic characteristics of cases and controls.

Compared with controls, cases were more likely to be female (284/306, 92.81% vs 955/1162, 82.18%), older (49 years vs 33 years, median), Caucasian (266/306, 86.93% vs 944/1162, 81.23%), and have a higher BMI (28.5 vs 25.8). At least 1 EHAD was reported in 41.83% (128/306) of cases and 18.76% (218/1162) of controls ($P<.001$; Table 2).

Autoimmune thyroid disease was the most common EHAD in cases (49/306, 16.01%) and controls (67, 1162, 5.77%). The next most prevalent diseases were Sjögren syndrome (27/306, 8.82%), Raynaud phenomenon (23/306, 7.52%), and psoriasis (22/306, 7.19%) among cases and psoriasis (60/1152, 5.16%), rheumatoid arthritis (46/1162, 4.00%), and type 1 diabetes mellitus (22/1162, 1.89%) among controls. All EHADs were markedly more frequent in cases than controls, except for Crohn disease and type 1 diabetes mellitus (Table 2). Both PBC and PSC were more frequently observed in cases (50/306, 16.34% and 46/1162, 4.00%, respectively) than in controls (2/306, 0.69% and 10/1162, 0.86%, respectively; $P<.001$). Among cases with the AIH-PBC overlap, the most frequent EHAD was autoimmunity thyroid disease (12/50, 24%), Sjögren syndrome (8/50, 16%), and psoriasis (7/50, 14%). Cases with the AIH-PBC overlap were more likely than cases without the overlap to have Sjögren syndrome (8/50, 16% vs 15/256, 5.7%; $P=0.05$) and lupus (7/50, 14% vs 15/256, 5.9%; $P=0.02$). Among cases with the AIH-PSC overlap, the most frequent EHAD was Crohn diseases (3/12, 25%), ulcerative colitis (2/12, 17%), and psoriasis (2/12, 17%). Cases with the AIH-PSC overlap were more likely to have Crohn disease (3/12, 25% vs 3/294, 1%; $P=0.01$) and ulcerative colitis (2/12, 17% vs 12/294, 4.1%; $P=0.06$) than cases without the overlap. A comparison of cases with and without EHAD revealed similar demographics. Female sex (93.81% vs 92.12% female), age at AIH diagnosis (47 years vs 42 years), race (88.32% vs 86.02% Caucasian) and BMI (29.2 vs 28.3) were similar between cases with EHAD and cases without EHAD, respectively.

Overall, 6080 FDR autoimmune disease histories were obtained, including 1596 FDRs in cases and 4484 in controls. Cases more frequently had an FDR with at least one autoimmune disease compared with controls (892/1596, 55.89% vs 1601/4484, 35.71%; $P=.001$; Table 2). Autoimmune thyroid disease was the most common reported EHAD in case FDRs (318/1596, 19.93%), whereas rheumatoid arthritis was the most common in controls (244/1596, 15.23%). FDR EHADs, such as autoimmune thyroid disease, celiac disease, ulcerative colitis, psoriasis, Raynaud phenomenon, Sjögren syndrome, and type 1 diabetes mellitus, were more prevalent in cases compared with controls ($P=0.01$; Table 2). Autoimmune liver diseases were generally infrequent in FDRs of both groups, PSC was the only autoimmune liver disease seen more in FDRs of cases compared with controls (5/1596, 0.31% vs 0/4484, 0%; $P=.001$).
Table 1. Demographic characteristics of cases and healthy controls.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Cases (n=306)</th>
<th>Controls (n=1162)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Female, n (%)</strong></td>
<td>284 (92.81)</td>
<td>955 (82.18)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>At the time of study</td>
<td>49.0</td>
<td>33.0</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>At the time of diagnosis</td>
<td>44.0</td>
<td>NA^a</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Caucasian, n (%)</strong></td>
<td>266 (86.93)</td>
<td>944 (81.23)</td>
<td>.02</td>
</tr>
<tr>
<td>Weight (kg), median</td>
<td>76.0</td>
<td>72.6</td>
<td>.01</td>
</tr>
<tr>
<td>Body mass index, median</td>
<td>28.5</td>
<td>25.8</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>First-degree relatives, n (total=average #/participant)</strong></td>
<td>1596 (5.2)</td>
<td>4484 (3.8)</td>
<td>N/A</td>
</tr>
<tr>
<td>Siblings, n</td>
<td>560</td>
<td>1417</td>
<td>N/A</td>
</tr>
<tr>
<td>Children, n</td>
<td>519</td>
<td>874</td>
<td>N/A</td>
</tr>
</tbody>
</table>

^aN/A: not applicable.

Table 2. Concurrent autoimmune diseases among cases and controls as well as first-degree relatives.

<table>
<thead>
<tr>
<th>Concurrent autoimmune diseases</th>
<th>Cases with condition (n=306), n (%)</th>
<th>Controls with condition (n=1162), n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Any extrahepatic autoimmune disease</td>
<td>128 (41.83)</td>
<td>218 (18.76)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Autoimmune hepatitis</td>
<td>306 (100.00)</td>
<td>0 (0.00)</td>
<td>NS^b</td>
</tr>
<tr>
<td>Autoimmune thyroid disease</td>
<td>49 (16.01)</td>
<td>67 (5.77)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Celiac disease</td>
<td>16 (5.23)</td>
<td>15 (1.29)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Crohn disease</td>
<td>7 (2.28)</td>
<td>13 (1.11)</td>
<td>NS</td>
</tr>
<tr>
<td>Ulcerative colitis</td>
<td>12 (3.92)</td>
<td>12 (1.00)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Lupus</td>
<td>14 (4.58)</td>
<td>14 (1.20)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Multiple sclerosis</td>
<td>1 (0.33)</td>
<td>7 (0.60)</td>
<td>.008</td>
</tr>
<tr>
<td>Primary sclerosing cholangitis</td>
<td>12 (3.92)</td>
<td>100 (8.66)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Primary biliary cholangitis</td>
<td>50 (16.34)</td>
<td>80 (0.69)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Psoriasis</td>
<td>22 (7.19)</td>
<td>60 (5.16)</td>
<td>.02</td>
</tr>
<tr>
<td>Raynaud phenomenon</td>
<td>23 (7.52)</td>
<td>21 (1.81)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Rheumatoid arthritis</td>
<td>19 (6.21)</td>
<td>46 (4.00)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Scleroderma</td>
<td>3 (1.00)</td>
<td>30 (0.26)</td>
<td>.003</td>
</tr>
<tr>
<td>Sjögren syndrome</td>
<td>27 (8.82)</td>
<td>50 (0.43)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Type 1 diabetes mellitus</td>
<td>3 (1.00)</td>
<td>22 (1.89)</td>
<td>NS</td>
</tr>
</tbody>
</table>

^aFDR: first-degree relative.
^bNS: not significant.

Table 3 shows further assessment of EHAD among specific FDRs. Compared with controls, there was a higher frequency of EHAD among mothers (95/295, 32.2% vs 274/1110, 24.7%; P=.01), siblings (82/600, 13.67% vs 120/1799, 6.67%; P=.001), and children (36/411, 8.76% vs 40/874, 4.58%; P=.004) of cases. In total, only 3.71% (14/306) cases and 2.14% (27/1162) controls reported an FDR with AIH (P=.05). Further depiction of AIH per FDR did not reveal any differences between cases and controls, yet AIH within mothers appeared more likely among cases (7/295, 2.37% vs 10/1110, 0.90%; P=.06).

A logistic regression model was used to assess the risk of concurrent EHAD and EHAD within FDRs of all participants after adjusting for current age, sex, race, and BMI. After the adjustment, both the odds of EHAD (OR 2.46, 95% CI 1.7-3.3; P=.001) and EHAD among FDR (OR 2, 95% CI 1.5-2.7; P=.001) were significantly higher among cases than among controls.
Table 3. Proportion of autoimmune diseases among first-degree relatives of autoimmune hepatitis cases and healthy controls.

<table>
<thead>
<tr>
<th>Prevalence of autoimmune disease</th>
<th>Cases</th>
<th>Controls</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Extrahepatic autoimmune disease, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mothera</td>
<td>95 (32.2)</td>
<td>274 (24.7)</td>
<td>.01</td>
</tr>
<tr>
<td>Fatherb</td>
<td>45 (15.3)</td>
<td>130 (11.7)</td>
<td>NSc</td>
</tr>
<tr>
<td>Siblingsd</td>
<td>82 (13.67)</td>
<td>120 (6.67)</td>
<td>.001</td>
</tr>
<tr>
<td>Childrene</td>
<td>36 (8.76)</td>
<td>40 (4.58)</td>
<td>.004</td>
</tr>
<tr>
<td>Autoimmune hepatitis, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mother</td>
<td>7 (2.37)</td>
<td>10 (0.90)</td>
<td>.06</td>
</tr>
<tr>
<td>Father</td>
<td>1 (0.34)</td>
<td>7 (0.63)</td>
<td>NS</td>
</tr>
<tr>
<td>Siblings</td>
<td>6 (1.00)</td>
<td>9 (0.50)</td>
<td>NS</td>
</tr>
<tr>
<td>Children</td>
<td>0 (0.00)</td>
<td>1 (0.11)</td>
<td>NS</td>
</tr>
</tbody>
</table>

aCases: n=295; controls: n=1110.
bCases: n=295; controls: n=1110.
cNS: not significant.
dCases: n=600; controls: n=1799.
eCases: n=411; controls: n=874.

Discussion

This first-ever SNS-supported assessment of EHAD within AIH cases and their FDRs revealed that EHAD is prevalent among both cases and their corresponding FDRs. Specifically, in this study, 41.83% (128/306) of cases and only 18.76% (218/1162) of controls reported an EHAD at the time of the survey completion. Furthermore, 55.88% (171/306) of cases and 35.71% (160/4484) of controls reported at least one FDR with an EHAD. The assessment of AIH cases with and without EHAD did not demonstrate any demographic differences. The observation of increased EHAD in cases and their FDRs compared with controls remained statistically significant even after adjusting for current age, sex, race, and BMI.

The findings of our case-control study provide a similar estimate of concurrent EHAD in AIH compared with prior descriptive European reports that document the prevalence between 26% and 42% [8,13,14]. In our multivariate model, the odds of an EHAD in cases were almost 2.5 times than that of controls. A detailed comparison of individual autoimmune diseases within cases revealed similar increased EHAD frequencies as previous studies. For instance, we observed autoimmune thyroid disease reported in 16.01% (49/306) of cases, similar to that reported from a large study (9%) of concomitant autoimmune diseases in patients with AIH from the Netherlands [6]. Similarly, both this study and van Gerven et al.’s [6] study revealed inflammatory bowel disease, rheumatoid arthritis, and celiac disease occurring within 4%-10% of cases. In addition, we provide evidence that patients with overlap disorders (AIH-PBC and AIH-PSC) maintain a high prevalence of concurrent EHAD typically observed in PBC (Sjögren syndrome and psoriasis) and PSC (inflammatory bowel disease). It should be noted that our study was completed at a low cost and within 6 months by a single study team, while the Dutch study required 31 centers to complete. These findings are a testament to the application of social media tools in medical research, further echoing the sentiment that large studies in rare disease can be completed efficiently and at very low cost.

The observation of increased EHAD within cases is not unexpected, particularly as reports within other autoimmune diseases have described an “autoimmune phenotype,” in which autoimmune diseases frequently coexist in an individual. For example, studies in disorders, such as thyroid disease [22], celiac disease [23], and rheumatoid arthritis [24], have revealed high rates of other concurrent autoimmune diseases. This seemingly frequent observation of disease coexistence may be thematically rooted in the HLA region on chromosome 6. Variable alleles at this locus have been strongly associated with autoimmune disease risk, yet in some instances, other variants provide protection. The first and only AIH-specific genome-wide association study, to date, has confirmed the HLA locus at 6p21 as a region of heightened disease risk [12]. Assessments of other single-nucleotide polymorphisms associated with autoimmune disorders were interrogated in the AIH genome-wide association study, revealing trends of association with AIH even after adjusting for single-nucleotide polymorphisms from the HLA. The shared association of risk alleles within a spectrum of organ-specific autoimmune diseases exemplifies inherent pleiotropic effects of associated genes [25]. Future genome-wide studies will likely provide only a few disease-specific associations among autoimmune diseases, and even more; it remains unlikely that these specific risk loci will clarify the organ specificity. Careful investigation of the exposome, rare genetic variants, and epigenome within cases and their FDRs will provide a higher resolution of the disease risk.

Our interrogation of FDRs of patients with AIH remains the largest interrogation ever with >6000 individual histories, as well as the only case-control assessment. We found a high percentage of EHAD within FDR cases (171/306, 55.88%), compared with only 2 other published reports that examined
EHAD among FDR (42% in the Netherlands [6] and 16% in the United Kingdom [14]). In fact, the odds of having an FDR with EHAD in our cases was double than that of controls in an adjusted model. We argue that the observed frequency of EHAD in FDR cases in this study is accurate, as patients within the sampled social media groups commonly include more autoimmune disease awareness and familiarity with associated conditions [18]. We also believe case attestation to the diagnosis of AIH is reliable, as we have reported a high degree of concordance between reports of patients with AIH and their reviewed medical records within the same digital communities [26]. Furthermore, the often observed female sex and higher educational attainment in patients with AIH has been associated with the increased uniformity between patient reports and medical records [27]. The low rate of EHAD observed in FDRs in the United Kingdom study is likely artificially low because of the study methodology that was founded in the medical record review [14].

Despite a significant difference of any EHAD between case (171/306, 55.88%) and control (160/4484, 35.71%) FDRs, close to 50% of the 12 assessed EHADs were no different between the FDR groups. Interestingly, the frequency of 2 autoimmune liver diseases, AIH and PBC, were also similar among case and control FDRs in this study. Further examination of autoimmune liver disease in FDRs within each respective disease may help elucidate distinct pathogenetic disparities or similarities among each (PBC, PSC, and AIH). For instance, Mantaka et al [28] and Jones et al [29] observed that between 6% and 10% of PBC cases have an FDR with PBC, respectively. The lower observed frequency of AIH within case FDRs in this study (3.71%) may represent important disease-specific differences in the genetic penetrance or susceptibility associated with the exposome. Moreover, Jones et al [29] found the highest prevalence of FDR PBC among cases’ daughters (2.3%). In this study, AIH was similarly prevalent in cases’ mothers (2.37%) and siblings (1%), yet these frequencies were not markedly different from controls.

SNS are attractive research tools, and if implemented cautiously, may help reduce large gaps in rare disease research. There are >1.3 billion users on Facebook alone, and many patients use this as an application for medical information and health-related support from peers [30,31]. These applications are perfectly suited to transcend well-described issues in traditional research methods such as high study costs, coordination of multiple centers, and wide geographic patient distribution [18]. For example, this study cost US $667, was performed at a single center, and included patients from all over North America. SNS may not be suitable for all disease populations; however, in AIH, social media is an easy methodological choice, given a significant amount of demographic overlap.

In summary, this study utilized SNS as a low-cost, effective research method to examine the associations between AIH and other autoimmune diseases among patients and their FDR using a case-control study design. Our data maintain the previously observed autoimmune phenotype of patients with AIH and their family members, such that cases and case FDRs were almost twice as likely as controls and control FDRs to have been diagnosed with, at least, one EHAD. These findings lend further support to an inheritable genetic predisposition underscoring the etiology of AIH. Overall, the FDR prevalence of AIH was found to be quite low among cases, and, thus, broad FDR screening for AIH is not indicated. However, female FDRs of patients with AIH, mother-daughter pairs in particular, may be worth educating of associated symptoms, given a slightly higher risk of the disease development.
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Abstract

Background: Hepatitis C virus (HCV) infection is a major cause of chronic liver disease and death. Injection drug use is now one of the main routes of transmission of HCV in Ireland and globally with an estimated 80% new infections occurring among people who inject drugs (PWID).

Objective: We aimed to examine whether patients receiving opioid substitution therapy in primary care practices in Ireland were receiving guideline-adherent care regarding HCV screening. Ireland has developed a model of care for delivering opioid substitution treatment in the primary care setting. We conducted this study given the shift of providing care for PWID from secondary to primary care settings, in light of current guidelines aimed at scaling up interventions to reduce chronic HCV infection and associated mortality.

Methods: We included baseline data from the Dublin site of the Heplink study, a feasibility study focusing on developing complex interventions to enhance community-based HCV treatment and improve the HCV care pathway between primary and secondary care. We recruited 14 opioid substitution treatment-prescribing general practices that employed the administration of opioid substitution therapy from the professional networks and databases of members of the research consortium. A standardized nonprobability sampling framework was used to identify 10 patients from each practice to participate in the study. Patients were eligible if aged ≥18 years, on opioid substitution treatment, and attending the practice for any reason during the recruitment period. The baseline data were collected from the clinical records of participating patients. We collected and analyzed data on demographic characteristics, care processes and outcomes regarding HCV and other blood-borne viruses, urinalysis test results, alcohol use disorders, chronic illness, and health service utilization. We examined whether patients received care concordant with guidelines related to HCV screening and care.

Results: The baseline data were collected from clinical records of 134 patients; 72.2% (96/134) were males; (mean age 43, SD 7.6; range 27-71 years); 94.8% (127/134) of patients had been tested for anti-HCV antibody in their lifetime; of those, 77.9% (99/127) tested positive. Then, 83.6% (112/134) of patients had received an HIV antibody test in their lifetime; of those, 6.3% (7/112) tested HIV positive. Moreover, 66.4% (89/134) of patients had been tested for hepatitis B virus in their lifetime and 8% (7/89) of those were positive. In the 12 months before the study, 30.6% (41/134) of patients were asked about their alcohol use by their general practitioner, 6.0% (8/134) received a brief intervention, and 2.2% (3/134) were referred to a specialist addiction or alcohol treatment service.

Conclusions: With general practice and primary care playing an increased role in HCV care, this study highlights the importance of prioritizing the development and evaluation of real-world clinical solutions that support patients from diagnosis to treatment completion.
KEYWORDS
hepatitis C; integrated HCV care; people who inject drugs; primary care

Introduction

Background

Hepatitis C virus (HCV) infection is associated with considerable morbidity and public health burden globally. Worldwide, it is estimated that approximately 115 million people (1.6% of the world’s population) have been infected with HCV, two-thirds of the infections being chronic [1]. The number of people infected with HCV infection in the European Union (EU) and European Economic Area is estimated at 5.6 million [2].

The major burden of HCV infection arises from its progression to chronic infection [3]. Approximately 74% of acutely infected patients progress to chronic infection [4] with 20% developing cirrhosis within 25 years and 25% of patients with cirrhosis developing hepatocellular carcinoma and decompensated liver disease [5,6]. In Europe, HCV is now a leading cause of cirrhosis and primary liver cancer [7].

People Who Inject Drugs and Hepatitis C Virus

Injection drug use is now one of the main routes of transmission of HCV globally, including Ireland, with an estimated 80% of new infections occurring among people who inject drugs (PWID) [8]. The number of HCV-positive cases among PWID is estimated globally at 10 million [9]. In Ireland, a study of anonymized data from the National Drug Treatment Reporting System in 1991-2014 estimated the total number of injectors as 16,382 up to 2014 with an estimated 56% chronically infected with HCV. After adjusting to account for injectors who had never shared injection equipment, it was estimated that 12,423 were infected with HCV with 9317 infections being chronic [10].

HCV infection is mostly asymptomatic in its early stages and the rate of progression is slow with manifest liver disease uncommon within the first 20 years of established infection [11]. As a result, without adequate screening measures, there is marked potential for an elevated burden of disease among an aging population of former or current PWID [8]. Furthermore, injection drug use is associated with high levels of problem alcohol use as well as other factors associated with adverse outcomes [12,13]. In Ireland, a national cross-sectional study reported that 35% of patients attending general practitioners (in Ireland “general practitioner” is the term used for a primary care physician) for opioid substitution treatment had alcohol use disorder. Patients attending general practitioners and those prescribing for methadone for <15 patients are referred to as “level 1” general practitioners while those prescribing for ≥15 patients are referred to as “level 2” general practitioners [14]. Patients on opioid substitution treatment are more likely to develop alcohol use disorders, which offers the general practitioner a chance to monitor for drug and alcohol use and provide education around harm reduction strategies. However, general practitioners have highlighted challenges in providing opioid substitution treatment, including a fear of violence, alienating other patients, lack of knowledge, lack of community supports, and personal reasons such as a lack of empathy with addicts and discomfort with the topic of addiction [20].

Primary Care and Hepatitis C Virus

The important role of primary care in HCV screening and the provision of complex interventions tailored to the needs of PWID have been highlighted previously [22-25]. Although primary care can be a challenging place to deliver interventions given time and resource constraints, the mobility of new HCV diagnostic modalities, including liver stiffness measurement by transient elastography (FibroScan), means it can be transported to community sites to access patients’ disease severity. Furthermore, utilizing an HCV liaison nurse in primary care settings can enhance HCV assessment, reduce patient-identified barriers, target therapy, and enable the triage of patients for more immediate care [26-28]. Trials of integrated models of care for HCV treatment (ie. incorporating treatment for mental health issues and substance abuse) in primary health care settings have shown promising results for improving outcomes among PWID [29-31].

The recent emergence of direct-acting antiviral (DAA) treatments has dramatically improved treatment outcomes for patients with HCV; these treatments have shown >90% efficacy in achieving the sustained virological response. The utilization of these new therapeutic agents, combined with improved testing, linkage to care, and adherence to treatment, shows promise for counteracting the expected rise in the future disease burden [32].

Irish and international strategies, plans, and guidelines have prioritized the provision of new pharmaceutical regimens for patients with the greatest clinical need initially, seeking to
balance the high cost of these drugs at present with a view for the wider implementation of these drug regimens in the future [33,34]. In addition, historically HCV screening has been problematic with blood tests and liver biopsy being the standard approach to assess the need for treatment causing many patients to avoid HCV care because of the perceived dangers associated with liver biopsy [35].

A cross-sectional survey of patients attending general practice (in Ireland “general practice” is the name given to the service provided by general practitioners) in the Eastern region of Ireland reported HCV testing rates of 34% and the HCV prevalence rate of 73% among those tested [36]; this low rate of screening for HCV in general practice has also been reported in other health care systems [37,38].

Aims
This study aims to describe the current management of HCV among patients on opioid substitution treatment attending general practice in Ireland in light of the current guidelines aimed at scaling up interventions to reduce chronic HCV infection and associated mortality [39,40]. The data presented in this paper are the baseline data from the Dublin site of the Heplink study [41], which is a feasibility study focusing specifically on developing complex interventions to enhance community-based HCV treatment and improve HCV care pathway in primary and secondary care. The Heplink study is one component of the Hepcare Europe project [41,42], an EU-supported service innovation project and feasibility study at 4 European sites (Dublin, London, Seville, and Bucharest) to develop, implement, and evaluate interventions to enhance the identification and treatment of HCV among PWID.

Methods
Study Design
The research examined the current HCV care practice using a nonprobability sample of patients attending general practices across North Dublin for opioid substitution treatment. Data were collected from clinical records as part of a feasibility study of a complex intervention to enhance HCV care. Outcomes will be discussed relating to blood-borne virus care and problem alcohol use.

The study sites were 14 opioid substitution treatment-prescribing general practices located in Dublin’s north inner city. In Ireland, currently, there are 2 types of settings in which opioid substitution treatment is delivered in the community—specialist addiction clinics and general practice. All patients receiving opioid substitution treatment are registered on the Central Treatment List. “Level 1” general practitioners are responsible for the treatment of stabilized opiate-dependent persons referred from specialist addiction clinics or from “level 2” general practitioners. Practice as a “level 1” general practitioner requires the completion of a recognized training program conducted by the Irish College of General Practitioners and regular educational updates. General practitioners are audited by the Irish College of General Practitioners through Health Services Executive Audit Committee. “Level 1” general practitioners can treat up to a maximum of 15 patients. A “level 2” general practitioner who has undergone additional training can initiate opioid substitution treatment and prescribe for a higher number of patients (up to a maximum of 35 patients or a maximum of 50 in a partnership with ≥2 doctors in their practice [43]). As of August 31, 2016, there were 9652 patients receiving treatment for opiate use in Ireland (excluding prisons), which included 4150 patients being treated by 350 general practitioners in the community [44].

We recruited 14 opioid substitution treatment-prescribing general practices in North Dublin from the professional networks and databases of the research team. Practices were eligible to participate if they were registered to prescribe opioid substitution treatment and were located within the Mater Misericordiae University Hospital (MMUH) catchment area. We wrote to all general practices (n=63) within the referral area of the MMUH Infectious Diseases Department and specified this inclusion criterion in our letter of invitation. We only invited expressions of interest to be returned if practices met this inclusion criterion. A standardized nonprobability sampling framework was used to identify 10 patients from each practice to participate in the study. Standardized nonprobability sampling is commonly used in feasibility studies in which samples are selected on the basis of the subjective judgment of the researcher rather than random selection (ie, probabilistic methods), which is the cornerstone of probability sampling techniques. Based on the recommendations for good practice in feasibility studies [45] and our previous feasibility studies among PWID [46,47] we estimated that 140 patients (attending 14 general practices) would be adequate to calculate the actual recruitment and retention rates (ie, feasibility) and provide data on the acceptability of study processes and outcome measures to inform a future definitive intervention trial. Patients were eligible to participate if they were aged at least 18 years, were on opioid substitution treatment, and attended the practice for any reason during the recruitment period. The researchers instructed participating general practitioners to recruit consecutively presenting patients who were eligible until they had attained a quota of 10.

General practitioners provided eligible patients with a verbal explanation of the study and a written information leaflet outlining the study’s purpose, procedures, and how the findings would be utilized. Patients who were interested in participating were asked to sign a consent form, which was witnessed by a general practitioner or a member of the research team. Although the initial approach to participate was from a general practitioner, recruitment was facilitated by a member of the research team being “on site” (where feasible) to support the practice during the recruitment phase and answer any questions that the potential participants might have. Although practices were instructed to recruit 10 eligible patients, some practices recruited <10 because they had a smaller number of opioid substitution treatment patients, and some practices recruited >10 patients. Ethical approval for the study was received from the MMUH Research Ethics Committee.

Data Collection and Analysis
The clinical records of participating patients were examined by a member of the research team prior to the implementation of
the “Heplink” intervention. Baseline data were extracted on demographic characteristics, care processes and outcomes in relation to HCV and other blood-borne viruses (BBVs), urinalysis test results, problem alcohol use, chronic illness, and health service utilization. Variables were chosen to provide data on patients’ present and historical HCV care as well as other BBVs (hepatitis B virus, HBV, and HIV). In addition, data were collected on service utilization (emergency department visits and accessing general practice out-of-hours service) to identify high utilizers and access to care. The baseline data collection instrument was expanded midway through the study to collect additional information on BBV care from the 7 practices (n=60 patients) who participated in the study thereafter. It is our intention to collect this additional baseline information from the other 7 practices when we return to all practices to collect the 6-month postintervention follow-up data and the baseline information will be reported in our pre-post intervention data manuscript which is in preparation. Furthermore, means, frequencies, and percentages were calculated using IBM SPSS Statistics Software version 24.

Blood-Borne Virus Care
Lifetime and past 12-month data on HCV care were extracted from each clinical record, including the following: HCV antibody testing (yes or no) and status (positive or negative); whether a patient had been referred to a hepatology or infectious diseases specialist (yes or no); had attended a hepatology or infectious diseases specialist (yes or no); been assessed by Fibroscan (yes or no); Fibroscan scores (kPa); and initiated HCV treatment (yes or no). In addition, lifetime and past 12-month data in relation to other BBVs were also extracted, including the following: HIV antibody and hepatitis B surface antigen (HbsAg) or hepatitis B core antibody (anti-HBc) testing (yes or no) and status (positive or negative) and whether a patient had received any dose of HBV immunization (yes or no). Additional data on BBV care were extracted on a subset of 7 practices (n=60 patients), including the following: HCV RNA and antigen (Ag) testing (yes or no) and status (positive or negative); whether HCV treatment had been completed (yes or no); and whether a patient had received any dose of hepatitis A virus immunization (yes or no). Furthermore, lifetime and past 12-month data in relation to these variables were collected.

Problem Drug and Alcohol Use
Data extracted from clinical records included results of the last urine drug test, that is, whether positive or negative for metabolites of illicit drugs and non-prescribed benzodiazepines. In addition, clinical records were reviewed to determine whether a general practitioner, in the past 12 months, had screened or discussed alcohol use (yes or no); conducted a brief intervention (yes or no); and referred a patient to specialized treatment (yes or no).

Chronic Illness and Health Service Utilization
Data on the presence of chronic illnesses (yes or no) and whether a patient had any emergency department visits in the past month (yes or no) or general practice out of hours visits in the past month (yes or no) were extracted.

Results

Sample Characteristics
In this study, 14 general practices and 135 patients were recruited. Although 7 practices were “level 1” prescribers, 7 practices were “level 2” prescribers. The baseline data were collected from the clinical records of 134 patients; of these, 71.6% (96/134) were males, and the mean age of the sample was 43 (range 27-71; SD 7.6) years. In addition, 37.3% (50/134) patients’ most recent urine sample had tested positive for metabolites of nonprescribed drugs of abuse. Of note, 36.6% (49/134) had at least one chronic illness documented in their clinical record. Although 2 patients (1/134, 0.7%) had visited an emergency department in the past month. None of the patients had attended a general practice out of hours service in the past month.

Screening for Blood-Borne Viruses
In this study, 94.8% (127/134) patients had been tested for anti-HCV antibody in their lifetime: of those, 77.9% (99/127) tested positive. In the 12-month period before the study, 23.9% patients (32/134) had received an anti-HCV antibody test and 23 (23/32, 72%) of those tested positive.

Next, 112 of 134 (83.6%) patients had received an HIV antibody test in their lifetime; of those, 7 (6.3%) tested HIV positive. Furthermore, 34 (25.4%) patients had been tested for the HIV antibody in the previous 12 months and 1 (1/34, 3%) tested positive.

Furthermore, 66.4% (89/134) patients had been tested for HBV in their lifetime, and 7 (7/89, 8%) of those tested were positive; 22.4% (30/134) had been tested in the previous 12 months, with one (1/30, 3%) testing positive (Table 1).

Immunization Against Other Hepatotropic Viruses
Of 134 patients, 48.5% (65/134) had received at least one dose of HBV immunization in their lifetime, and 8.2% (11/134) had received at least one dose in the 12 months prior to the study. Additional data collected from 7 practices (n=60 patients) showed evidence that 28% (17/60) patients had received at least one dose of Hepatitis A virus immunization in their lifetime with 2% (1/60) receiving the vaccine in the past 12 months (Table 2).

Subsequent Care of Anti-Hepatitis C Virus Antibody-Positive Patients
Of 99 patients known to be anti-HCV antibody-positive, 17% (17/99) patients had undergone a Fibroscan in their lifetime, and 5% (5/99) had undergone a Fibroscan in the previous 12 months. Fibroscan scores were available for 16 patients; the mean score was 7.0 kPa (SD 3.4; range 0.1-16.9). In addition, 20% (20/99) patients had initiated HCV treatment in their lifetime, and 3% (3/99) had initiated treatment in the past 12 months.
### Table 1. Blood-borne virus screening and infection status.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Total (n=134), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HCV&lt;sup&gt;a&lt;/sup&gt; Ab&lt;sup&gt;b&lt;/sup&gt; test—lifetime</td>
<td>127 (94.8)</td>
</tr>
<tr>
<td>HCV Ab positive—lifetime</td>
<td>99 (73.9)</td>
</tr>
<tr>
<td>HCV Ab test—past year</td>
<td>32 (23.9)</td>
</tr>
<tr>
<td>HCV Ab positive—past year</td>
<td>23 (17.2)</td>
</tr>
<tr>
<td>HIV Ab test—lifetime</td>
<td>112 (83.6)</td>
</tr>
<tr>
<td>HIV Ab positive—lifetime</td>
<td>7 (5.2)</td>
</tr>
<tr>
<td>HIV Ab test—past year</td>
<td>34 (25.4)</td>
</tr>
<tr>
<td>HIV Ab positive—past year</td>
<td>1 (0.7)</td>
</tr>
<tr>
<td>Anti-HBc&lt;sup&gt;c&lt;/sup&gt; or HBsAg&lt;sup&gt;d&lt;/sup&gt; test—lifetime</td>
<td>89 (66.4)</td>
</tr>
<tr>
<td>Anti-HBc or HBsAg positive—lifetime</td>
<td>7 (5.2)</td>
</tr>
<tr>
<td>Anti-HBc or HBsAg test—past year</td>
<td>30 (22.4)</td>
</tr>
<tr>
<td>Anti-HBc or HBsAg positive—past year</td>
<td>1 (0.7)</td>
</tr>
</tbody>
</table>

<sup>a</sup>HCV: hepatitis C virus.
<sup>b</sup>Ab: antibody.
<sup>c</sup>Anti-HBc: hepatitis B core antibody.
<sup>d</sup>HBsAg: hepatitis B surface antigen.

### Table 2. The hepatitis A and B immunization status.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Total, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Any HBV&lt;sup&gt;a&lt;/sup&gt; immunization dose lifetime&lt;sup&gt;b&lt;/sup&gt;</td>
<td>65 (48.5)</td>
</tr>
<tr>
<td>Any HBV immunization dose past year&lt;sup&gt;b&lt;/sup&gt;</td>
<td>11 (8.2)</td>
</tr>
<tr>
<td>Any HAV&lt;sup&gt;c&lt;/sup&gt; immunization dose lifetime&lt;sup&gt;d&lt;/sup&gt;</td>
<td>17 (28.3)</td>
</tr>
<tr>
<td>Any HAV immunization dose past year&lt;sup&gt;d&lt;/sup&gt;</td>
<td>1 (1.7)</td>
</tr>
</tbody>
</table>

<sup>a</sup>HBV: hepatitis B virus.
<sup>b</sup>n=134.
<sup>c</sup>HAV: hepatitis A virus.
<sup>d</sup>n=60.

### Table 3. The management of anti-HCV antibody-positive patients.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Total, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fibroscanned—lifetime&lt;sup&gt;a&lt;/sup&gt;</td>
<td>17 (17)</td>
</tr>
<tr>
<td>Fibroscanned—past year&lt;sup&gt;a&lt;/sup&gt;</td>
<td>5 (5)</td>
</tr>
<tr>
<td>Initiated HCV&lt;sup&gt;b&lt;/sup&gt; treatment—lifetime&lt;sup&gt;a&lt;/sup&gt;</td>
<td>20 (20)</td>
</tr>
<tr>
<td>Initiated HCV treatment past year&lt;sup&gt;a&lt;/sup&gt;</td>
<td>3 (3)</td>
</tr>
<tr>
<td>HCV Ag&lt;sup&gt;c&lt;/sup&gt; or RNA test—lifetime&lt;sup&gt;d&lt;/sup&gt;</td>
<td>36 (76)</td>
</tr>
<tr>
<td>HCV Ag or RNA positive—lifetime&lt;sup&gt;d&lt;/sup&gt;</td>
<td>22 (46)</td>
</tr>
<tr>
<td>HCV Ag or RNA test—past year&lt;sup&gt;d&lt;/sup&gt;</td>
<td>5 (10)</td>
</tr>
<tr>
<td>HCV Ag or RNA positive—past year&lt;sup&gt;d&lt;/sup&gt;</td>
<td>2 (4)</td>
</tr>
</tbody>
</table>

<sup>a</sup>n=99.
<sup>b</sup>HCV: hepatitis C virus.
<sup>c</sup>Ag: antigen.
<sup>d</sup>n=47.
Additional data collected from 7 (n=60 patients) of the 14 practices indicated that among 47 patients who tested HCV antibody positive in these practices, 77% (36/47) had received confirmatory HCV RNA or Ag testing in their lifetime with 47% (22/47) testing positive and 11% (5/47) had received RNA or Ag testing in the previous 12 months with 4% (2/47) testing positive (Table 3).

### Alcohol Screening and Brief Intervention

Of 134 patients, 41 patients (30.6%) were asked about their alcohol use by their general practitioner in the 12-month period prior to the study; 60% (81/134) had received a brief intervention (ie, a structured discussion around alcohol harms), and 2.2% (3/134) had been referred to a specialist addiction or alcohol treatment service in the same 12-month period (Table 4).

### Discussion

#### Summary

Our findings (Table 5) suggest that although the testing rates for HCV among PWIDs attending general practice for opioid substitution treatment have increased since 2003, access to further assessment and antiviral treatment remains a challenge. Although 94.8% (127/134) of patients had been tested for anti-HCV antibody in their lifetime (of whom 99/127, 77.9% tested positive), only 17.2% (23/134) had had a Fibroscan and 20.2% (27/134) had initiated antiviral therapy. The fact that only 20.2% of patients have commenced antiviral therapy reflects the current high cost of antiviral drugs in Ireland, which prohibits the number of patients who can access treatment. Because the cost of antiviral drugs is predicted to decrease considerably over the coming years, the number accessing antiviral therapy will increase. In addition, it is a concern that 37.3% (50/134) of patients’ most recent urine sample had tested positive for metabolites of nonprescribed drugs of abuse; this highlights the need for general practitioners to engage in continued harm reduction education with this cohort of patients. The low immunization rates recorded (48.5%) may be attributed to immunization being carried out elsewhere and therefore not recorded in patients’ general practice records. The low screening rates for alcohol use (41/134, 30.6%) are similar to control group rates in a recent study examining screening and brief intervention for alcohol in general practice in Ireland [47] and highlight the need for more general practitioner training.

#### Comparison With Existing Literature

In this study, 94.8% (127/134) of patients had been tested for anti-HCV antibody in their lifetime with 77.9% (99/127) testing positive; this shows an increase in the number of patients being tested for anti-HCV antibody compared with data collected in 2003 in a study examining HCV among opioid substitution treatment patients in primary care in Ireland (69%; Table 5) [48]. This increase in testing for the anti-HCV antibody is to be welcomed and reflects the increase in HCV outreach programs and better education of general practitioners in HCV care since the introduction of DAA drugs. The percentage of patients testing positive for HCV is higher than that reported in previous studies on opioid substitution treatment patients in primary care in Ireland [14,48,49] (Table 5) and higher than that in an at-risk cohort from the HepCAT study in primary care in the United States [50]. Furthermore, the percentage of patients testing HCV positive is considerably higher than available data on the prevalence of HCV among injection drug users in Ireland (41.5%) from the European Monitoring Centre for Drugs and Drug Addiction [51].

In this study, 6.3% (7/112) of patients tested positive for HIV, and 8% (7/89) tested positive for HBV (anti-HBc or HBsAg); these rates are lower for HIV but higher than the HBV data reported by Cullen et al (HIV 10%; HBV 4%) [48]. Compared with a more recent study by Klimas et al among opioid substitution treatment patients in primary care in Ireland, the rate for HIV is similar, but that for HBV is higher (HIV 5.7%; HBV 2.7%; Table 5) [49].

In addition, 30.6% of patients had been asked about their alcohol use by their general practitioner in the 12-month period prior to the study, 6.0% had received an alcohol brief intervention, and 2.2% had been referred to a specialist addiction or alcohol treatment service. Although these data show an improvement in screening, brief intervention, and referral to treatment for alcohol compared with the baseline data from a recent alcohol intervention study among opioid substitution treatment patients in primary care in Ireland [49,52], alcohol screening and brief intervention should be systematically performed in this cohort [53].

#### Limitations

Limitations of this study include the use of a nonprobability sampling strategy; although this results in a lower level of generalizability of research findings and inability to calculate CIs and margins of error, it is an appropriate sampling strategy to use for populations of PWID [54] and when conducting a feasibility study in which lower sample sizes make probability sampling impractical [55]. In addition, potential bias and lack of generalizability may occur from general practitioners who are more motivated and enthusiastic about the issue under study being overrepresented among those recruited. Owing to their interest in the issue, general practitioners who self-selected to the study may be providing better HCV care to their patients than the wider general practitioner population, leading to higher screening rates being detected in the clinical records of participating patients.

### Table 4. Screening and intervention for problem alcohol use in the past year.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Total (n=134), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alcohol screening past year</td>
<td>41 (30.6)</td>
</tr>
<tr>
<td>Alcohol brief intervention past year</td>
<td>8 (6.0)</td>
</tr>
<tr>
<td>Referred to specialist addiction or alcohol treatment service past year</td>
<td>3 (2.2)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variable</th>
<th>1999</th>
<th>2003</th>
<th>2013</th>
<th>2017</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (y)</td>
<td>28</td>
<td>32.2</td>
<td>40.9</td>
<td>43</td>
</tr>
<tr>
<td>Gender (male), n (%)</td>
<td>409 (72)</td>
<td>141 (72)</td>
<td>69 (65)</td>
<td>96 (72)</td>
</tr>
<tr>
<td>Tested for anti-HCV(^a) (lifetime), n (%)</td>
<td>380 (67)(^b)</td>
<td>151 (77)</td>
<td>104 (99)(^c)</td>
<td>127 (95)</td>
</tr>
<tr>
<td>HCV positive, n (%)</td>
<td>276 (73)(^d)</td>
<td>104 (69)</td>
<td>54 (51)</td>
<td>99 (78)</td>
</tr>
<tr>
<td>Tested for HIV (lifetime), n (%)</td>
<td>326 (57) (^c)</td>
<td>135 (69)</td>
<td>103 (98.2)(^c)</td>
<td>112 (84)</td>
</tr>
<tr>
<td>HIV positive, n (%)</td>
<td>27 (8)</td>
<td>14 (10)</td>
<td>6 (5)</td>
<td>7 (6)</td>
</tr>
<tr>
<td>Tested for HBV(^e) (anti-HBc(^f) or HBsAg(^g)), n (%)</td>
<td>316 (55)(^c)</td>
<td>118 (60)</td>
<td>88 (83)</td>
<td>89 (66)</td>
</tr>
<tr>
<td>HBV positive (anti-HBc or HBsAg), n (%)</td>
<td>43 (14)</td>
<td>5 (4)</td>
<td>3 (2)</td>
<td>7 (8)</td>
</tr>
</tbody>
</table>

\(^a\)HCV: hepatitis C virus.
\(^b\)113 of 380 was self-reported data.
\(^c\)Self-reported data.
\(^d\)75 of 276 was self-reported data.
\(^e\)HBV: hepatitis B virus.
\(^f\)HBc: hepatitis B core antibody.
\(^g\)HBsAg, hepatitis B surface antigen.

Furthermore, although only data on patients who consented to a researcher having access to their clinical records were collected, consent bias is likely to be minimal, particularly given the high proportion of those asked who provided consent. In addition, owing to the complex needs of PWID, many will have previously attended a different general practitioner(s) during their lifetime. Therefore, it is unlikely that practice clinical records can accurately capture “lifetime” blood-borne screening. The accuracy of practice clinical records can often be problematic in primary care research because of data not being updated or recorded consistently. However, the rich information contained in patients’ clinical records offers considerable potential for research purposes, and our research team aimed to minimize inaccuracies by asking the general practitioner to review the extracted data. Furthermore, data from clinical records do not capture important variables such as socioeconomic variables (income and education) and psychosocial variables (levels of social support), and a data instrument to collect these variables should be added to future research in this area. In addition, the “chronic illness” variable used was dichotomous and therefore hides a lot of information, and this should be addressed for future studies. A further limitation is the comparison data presented in Table 5. There were wide variations in sample sizes between the datasets with some data being self-reported. As such, the conclusions drawn from comparisons of these datasets must be treated with some caution.

Despite these sources of potential bias, the general practitioners and patients who participated in the study were comparable in their profile to other studies from Ireland [48]. Furthermore, this is the first study in Ireland to examine the feasibility of integrated HCV care among problem drug users attending primary care. It will provide positive public health implications with key data to enhance the scientific understanding of interventions that prevent risk behaviors, inform policy and service development, and contribute to the health and social gain locally and internationally. Furthermore, it is the intention of the research team to complement this urban-living population study with similar studies in rural-living populations in Ireland. If the intervention proves feasible, we also intend to scale up the study to other geographical areas recruiting larger sample sizes.

Conclusions

The advent of highly effective DAAs have made eradicating hepatitis C possible, but for this to occur, health care systems must address the complex and wide-ranging difficulties associated with effective HCV screening, assessment, and treatment in the community. With general practice and primary care playing an increased role in HCV care, this study suggests that the development and evaluation of real-world clinical solutions, which support patients from diagnosis to completing treatment, are a priority.
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